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Executive Summary

System-Wide Information Management (SWIM) is an enterprise-wide program that will enable reusable, loosely coupled interfaces; reduce time and complexity for building new applications and interfacing existing applications; and provide common shared services for information management replacing costly redundancies.  The SWIM Program will provide a secure National Airspace System (NAS) wide information web to connect Federal Aviation Administration (FAA) systems to one another, and enable interaction with other members of the decision making community.  SWIM will provide policies, standards, and core infrastructure to support data management, based on existing systems and networks to the extent practicable, and using proven technologies to reduce cost and risk.
The SWIM program is currently defining the details of Segment 1 that is planned for implementation in the time period 2009-2013.  A total of nine capabilities associated with NAS applications have been defined and will be exposed conforming to SWIM standards.  SWIM Implementing Programs (SIPs) will implement the SWIM capabilities in Segment 1 which will use the SWIM core services.  Future segments with additional services are planned.

This Core Architecture document provides a descriptive framework that provides a common understanding of SWIM - both for the "long-term" and for Segment 1.  This common understanding includes a description of the major functions provided by SWIM, the technical standards that will be used, the logical components (hardware and software) that will be deployed to implement the SWIM functions, and the physical deployment of components to NAS facilities in Segment 1 and beyond.  

Functional Architecture
The SWIM functional architecture, depicted in Figure ES-1, is logically divided into 3 groups.  At the top of the figure are the NAS Mission Functions, which utilize the SWIM Service Functions, shown in the middle of the figure, to interoperate.  At the bottom are the Information Technology (IT) Infrastructure Functions such as networking and security functions which are essential for the operation of higher level functions.  
The NAS Mission Functions provide the mission-specific functionality such as that provided by air traffic control automation systems and flow management systems.  The dashed line in Figure ES-1 shows the interaction between NAS Systems carried out by means of services that NAS systems provide to one another.  Each NAS system performs a Service Interface function that makes a set of services available; these services may be invoked by other NAS systems via the SWIM Service functions.  


[image: image2]
Figure ES-1.  SWIM Functional Architecture

The Service Interface of a NAS system is the functional component that makes services available to other NAS systems in a manner that conforms to the technical standards identified by the SWIM program.  Similarly, External User systems interoperate with the NAS by accessing services provided by NAS systems and by providing services that are accessed by NAS systems.  The term "External User" here refers to organizational entities that use the NAS, e.g., Airlines and Department of Defense.  SWIM information exchanges between NAS and External User systems are mediated by boundary protection mechanisms, which include security controls at all layers.  

The SWIM Core Services provided within the SWIM Service Functions layer are:

· Interface Management, which provides a standard interoperable means for description, access, invocation, and manipulation of resources to enable compatible communications between SWIM service providers and consumers.  To assure interoperability in the SWIM environment, Interface Management will maintain a set of standards for interface definition, description and discovery.
· Messaging includes functions supporting message exchanges with a variety of relationships between message end-points including one-to-one and one-to-many.  It enables message routing and the distribution of content, as well as functions for efficiently and reliably delivering that content across SWIM in a secure fashion.  It includes functions to support synchronous and asynchronous information exchange. 
· Service security provides functions that are used by NAS systems and core services to ensure that SWIM services are provided in accordance with established security policies.  Service security functions are used to enforce security policies at the core SWIM services level.  These functions include authentication, authorization, and access control functions.  

· Enterprise Service Management (ESM) core services support the management of the SWIM exposed services provided by NAS systems, as well as the management of supporting SWIM core services themselves.  ESM includes the monitoring and control of faults, configuration, accounting, performance, and security.  
SWIM Segment 1
While the rest of the document deals both with Segment 1 and beyond, the rest of this section emphasizes SWIM Segment 1 features that are of immediate interest to the SIPs.  Given the abbreviated nature of this section, the reader is expected to be familiar with the principles of service oriented architecture (SOA); details on each area are provided in the main document.  
SWIM and Individual SIP Responsibility

In Segment 1, the scope of SWIM-deployed consolidated hardware platforms is expected to be limited to SWIM Registry components related to Interface Management for design-time use, as well as components related to external user (non-NAS) access to SWIM services.  IT infrastructure and NAS Boundary Protection components are expected to be implemented by other programs such as FAA Telecommunications Infrastructure (FTI).
The plan for Segment 1 is for each SIP to design, implement, and deploy NAS System SWIM Servers to provide the interface between the systems that are the responsibility of that program and the other systems participating in SWIM Segment 1.  The SWIM program will provide standardized Service Container software which the SIPs will deploy to NAS System SWIM Servers.  The Service Container will provide an environment for the operation of NAS Air Traffic Management (ATM) Service Endpoint software, which is the responsibility of the SIP, as well as software providing Core Services functionality.  These architectural components are described in the following paragraphs.

SWIM Architecture Components in Segment 1

[image: image3.emf] 


Figure ES-2.  General View of SWIM Architecture Components

An extremely simplified, high-level view of the components of the architecture is shown in Figure ES-2.  This view includes NAS System components, NAS System SWIM Servers, SWIM Core Services (Software).  
The NAS System SWIM Server has a system-specific interface to the NAS System on one side, while on the other side providing a SWIM standard interface to other NAS systems via Core Services Software and underlying IT infrastructure.  Figure ES-2 shows the NAS System SWIM Server as a separate hardware platform.  This approach may be selected by a SIP in order to provide isolation as needed to meet security, performance, or criticality requirements.  However, the NAS System SWIM Server may also be implemented on a shared hardware platform with other components of the NAS System.  These design choices are expected to be made by each SIP, which will be responsible for providing, operating, and maintaining its NAS System SWIM Server(s). 

The NAS System SWIM Server provides a platform (hardware and operating system) that hosts software components that allow a NAS System to connect to SWIM and provide and consume SWIM services (see Figure ES-3 for a breakout).  These software components include NAS ATM Service Endpoint software, Service Container software, and Core Services software.  SWIM proposes to provide the SIPs with the Service Container software; the rest of the software is to be provided by the SIPs.

The NAS ATM Service Endpoint Software provides an interface to the resources of the NAS system.  This software may make computation or data resources from the NAS system available as services to other systems.  For example, consider a NAS system that makes flight data available.  For such a system, the NAS ATM Service Endpoint Software might access NAS System application program interfaces (APIs) to obtain the flight data, and then, using the service container and other supporting software components, make this flight data available to other systems as a SWIM service.  It may also invoke the services of other systems and make the results available to internal components of the NAS system.

[image: image4.emf]NAS System SWIM Server

NAS ATM Service 

Endpoint Software

Service

Container

Management Agent

Security SW

Messaging SW

NAS System

Registry

(SIP Specific)

Security 

Infrastructure 

(SIP Specific)

Management

Platform

(SIP Specific)

MOM Infrastructure

(SIP Provided – as Needed)

To other NAS 

systems and external 

systems, with security 

controls as needed

NAS LAN and WAN 

Infrastructure

NAS System SWIM Server

NAS ATM Service 

Endpoint Software

Service

Container

Management Agent

Security SW

Messaging SW

NAS System

Registry

(SIP Specific)

Security 

Infrastructure 

(SIP Specific)

Management

Platform

(SIP Specific)

MOM Infrastructure

(SIP Provided – as Needed)

To other NAS 

systems and external 

systems, with security 

controls as needed

NAS LAN and WAN 

Infrastructure


Figure ES-3.  NAS System & NAS System SWIM Server Breakout

The Service Container software runs on the NAS System SWIM Server and provides an environment in which the NAS ATM Service Endpoint software can operate.  The Service Container allows the NAS ATM Service Endpoint software components to receive and respond to requests for NAS Mission services.  This serves the purpose of decoupling NAS Mission applications from the core functions such as messaging, security and service management.  NAS Mission applications provided by a Service Provider can be subscribed to by multiple consumers without having to worry about the specific platform and language implementation details.  This will provide more agile NAS implementation of future Mission Applications.

The Service Container will support different styles of service, including one-time information pull, subscription to services to be provided on a continuous basis, or requests for event notifications. 

The SWIM Service Container will support a range of technologies, including Java 2 Platform, Enterprise Edition (J2EE), and Microsoft’s .NET platform.  It will allow the use of different programming languages including, but not limited to, Java.  
The SWIM Service Container will work with additional software components (to be implemented by the SIPs in Segment 1) to provide complete core services functionality.  These components include: Security software, Management Agent software, and Messaging software.

The SWIM Service Container will be configured to work with Security software components to provide an end-system Policy Enforcement Point (PEP).  Hardware based solutions for end system policy enforcement, for example deployment of an Extensible Markup Language (XML) gateway, may also be used.  

The Service Container will work with management agent software to allow management to be performed from a (separate) management platform. 

The Service Container will work with Messaging software component to allow a given SIP end system to participate in message exchanges with other end systems.  Messaging software in the NAS System SWIM Server includes the following categories of software:

· SOAP Engine:  The SOAP engine allows messages to be transformed from internal programming language representation into XML messages embedded in a SOAP envelope in accordance with Web Service (WS) standards.  The service container will support transmission of SOAP messages over a variety of underlying message transport mechanisms, including sending SOAP messages over Hyper Text Transfer Protocol (HTTP).  Note: This form of messaging does not require any Message Oriented Middleware (MOM).

· MOM Client Software:  MOM client software will allow messages (including SOAP messages) to be sent using a Java Messaging Service (JMS) API.  MOM allows a variety of messaging styles, including publish/subscribe and reliable messaging.  If MOM is to be used, supporting infrastructure (e.g. JMS Provider server functionality) must be provided. 
· Open Standards-Based End-System Messaging Software:  This software allows functions such as reliable messaging and publish and subscribe messaging to be provided in accordance with WS standards such as WS-ReliableMessaging and/or WS-Notification.  This may be done either without an underlying MOM infrastructure (for example, using HTTP) or with the support of an underlying MOM infrastructure.
Other Segment 1 Architecture Components

In Segment 1, SWIM will not provide a Consolidated ESM platform and the agents will have to be associated with the System Management (SM) platform(s) provided by the individual SIP systems, as illustrated in Figure ES-4.  For example, the NAS System SWIM Servers associated with EnRoute Automation Modernization (ERAM) and Traffic Flow Management System (TFMS) will report to the local ERAM and TFMS SM platforms respectively.  The extent of integration of the NAS System SWIM Server management with specific SIP SM platforms will depend on the specific SIP decisions, capabilities of the specific SMs, ease of integration, and the timeframe of moving to a centralized SWIM infrastructure in a future segment.
As determined by SIP security requirements and security control design and implementation, SIPs may provide software and hardware (e.g. directories, certificate authorities) that supports the implementation of the SWIM security services in the NAS System SWIM Server, for that specific NAS System.

As determined by SIP requirements and design, a SIP may implement a run-time registry function to support service invocation functionality in the NAS System SWIM Server, for that specific NAS System.  The SIP-Provided Registry/Repository might be manually updated with information on the endpoints of services belonging to other NAS systems.  It may also be possible to replicate information from one SIP's registry to another, using functionality supported by the Universal Description, Discovery, and Integration (UDDI) v3 standard.  It is possible for SIPs to operate without a run-time registry, for example by using "static binding"; however this is discouraged, and at a minimum a transition path to a run-time registry based solution should be provided.

The Messaging Infrastructure component represents message brokers, MOM servers, bridges, etc., that may be provided by SIPs in Segment 1.
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Figure ES-4.  Service Monitoring Example in SWIM Segment 1

The need for messaging infrastructure in Segment 1 must be determined by the SIPs.  It is possible to implement messaging functionality such as reliable messaging, publish/subscribe messaging, and messaging transformation using open standards based software in the NAS System SWIM Servers.  However, Web Services standards such as WS-ReliableMessaging are not yet mature
, robust, or efficient as MOM solutions.  Therefore, SWIM Segment 1 is expected to include MOM-based messaging infrastructure.   

For SWIM Segment 1, MOM messaging infrastructure consists of a federated set of message brokers deployed amongst SWIM Segment 1 SIPs.  These components implement a set of Messaging Service interfaces, such as JMS that can provide reliable messaging and publish/subscribe messaging.  Using these interfaces, SWIM Segment 1 providers and consumers can connect to local message brokers to publish, subscribe, and receive enterprise messages with or without guaranteed messaging.
SWIM Technical Architecture Framework
The proposed SWIM Technical Architecture Framework is shown in Figure ES-5.  The standards indicated with shading in the figure are considered ready for implementation in Segment 1.  The other standards may be implemented in SWIM in Segment 1, or may be implemented in subsequent segments, depending on their maturity and commercial acceptance.


[image: image6]
Figure ES-5.  SWIM Technical Architecture Framework
Segment 1 Summary

Table ES-1 on the following pages summarizes the specific SWIM service functions associated with the Core Services and how they are supported in Segment 1 by the architectural components.  It also recommends the standards for each area and relevant comments.

Readers should be aware that the architecture will be updated after discussions with the SIPs, incorporating their requirements and feedback, and after completion of prototyping. 

Table ES-1.  SWIM Segment 1 Architecture Summary
	Core Service
	SWIM Service Functions
	SWIM Segment 1 Support and Architectural Components
	SWIM Segment 1 Standards
	Comments

	Interface Management

 

 

 

 
	Service Exposure
	Service Exposure and Service Discovery functions are primarily supported by the Design-Time Registry/Repository.

Metadata in the SWIM Design-Time Registry/Repository facilitates interoperability based on common understanding of data syntax and semantics.

In Segment 1, Run-Time service exposure and discovery should be implemented using SIP-implemented run-time registries.  If "Static Binding" is used, SIPs should provide a transition path to allow bindings to be retrieved from a run-time registry in future segments.
	UDDI, WSDL

XML, XSD
	SWIM Run-Time registries are out of scope for Segment 1.  SIPs are encouraged to implement their own Run-Time registry.



	
	Service Discovery
	
	
	

	
	Metadata Management
	
	
	

	Messaging

 
	Message Transport
	Message Transport in Segment 1 may be provided by SOAP over HTTP over TCP over IP.  It may also be provided by underlying Message Oriented Midddleware (MOM) accessed by a standard Java Message Service (JMS) Application Programming Interface (API). 
	SOAP

HTTP

JMS, Proprietary MOM standards such as MQ-Series (TBD based on SIP MOM product selection)
	SOAP is expected to be used when possible; however REST-style services are allowed where appropriate.

MOM-based solutions will require SIPs to deploy and interconnect MOM servers.  MOM-based solutions are not normally be used across organizational boundaries.  

	
	Request/Response
	The SOAP engine and protocol stack implemented in the SWIM Service Container environment in the NAS System SWIM Server can provide Request/Response messaging over a variety of underlying transport selectable Service Container policy configuration.
	XPath, XQuery
	A "SOAP Engine" is all that is needed for request/response message exchange.
XPath and XQuery may be used for querying for subsets of large XML objects.

	
	Publish/Subscribe
	Different approaches may be used in Segment 1 based on the needs of a particular service provided by a SIP. The options are:

a) Provide these messaging functions through NAS System SWIM Server software implementing standards such as WS-ReliableMessaging, WS-Notification, and WS-Addressing.

b) Support these functions using inherent capabilities of SIP-provided MOM, accessed via JMS.
	JMS, Proprietary MOM Standards
	Mature and robust MOM solutions are known to be available, and are expected to be used by the SIPs in Segment 1 for intra-NAS messaging, especially where performance and efficiency is an important factor. Open standards-based end-system messaging software implementing reliable messaging and publish/subscribe messaging are available but may not be considered mature or efficient enough for use for all SIP services in Segment 1.    For services to be made available to external users, straightforward SOAP-based request-response messaging is recommended.

	
	Reliable Messaging


	
	
	

	
	Mediation (Transformation )
	Message transformation can be provided in NAS System SWIM Server software using COTS XSLT-based message translation capabilities.  The Service Container environment will allow XSLT transformations to be configured as needed.

	XSLT
	

	
	Message Routing
	Message routing may be provided by content-based routing capabilities associated with the SWIM Service Container.  Underlying message routing capabilities of MOM may also be used.
	
	

	Service Security
	Message Confidentiality
	Controls implemented by the SIPs in the NAS System SWIM Server, supported by SIP-specific security infrastructure, as needed.  
	||||||||||||||||||||||||||| |||||||||| |||||||||| ||||||||||||| ||||||||||||||||||||||||| ||||||||||||||||||| ||||||||||||||||||||||||||||||||||||||||||
	

	
	Message Integrity
	
	
	

	
	Transport-level protections
	SIP-provided |||||||| |||||||| ||||||||| |||||||||||||||| protections implemented in SIP-provided MOM infrastructure.
SIP-provided ||||||||||||||||||||
	
	

	
	Identity Management
	||||||||||||||||||||||||||||||||||||||||| |||||||||||||||||| |||| |||||||||| ||||||||||||||| |||||||||||||| |||||||||||||||| ||||||| |||||||||| ||||||||||||||
|||||||||||||||||||| |||||||||||||||||||||||| ||||| ||||||||||||| ||||||||||||||||||||||| |||| ||||||||||||||| ||||||||| ||||||||||||||||||||||||||||| |||| |||||||||| ||||||||||||||| |||||||||||||| |||||||||||||||| ||||| |||||||||||||||| ||||||||| |||||||||||||||||||||| |||||||| |||||||||||||||||||||||||| ||||||||||||||||||||||||||| |||||||||||||||||| ||||| |||||| |||||||||||
||||||||||||||| ||||||||||||||||||||||||| |||||||||||||||||||||||||| |||| |||||||||||||||||||||||||| |||||||||| |||||||||||||||||||||||| |||||| |||||||||||||||| ||||||||| |||||||||||||| 
	
	

	
	Data Access Management
	Application level controls

SIP-implemented controls, as needed.
	
	

	
	Policy Management
	Management provided at the network layers by FTI service as ordered

Federated management provided by SIPs for messaging management

SWIM repository for design time policy management
	
	

	
	Policy Enforcement
	||||||||||||||||||||||| ||||||||| |||||||||||||||||||||||||| ||||| ||| ||||||||||||||||||||||| ||||||||| ||||| ||||| ||||||||||| ||||||||||||||||| |||| ||| |||||||||||||||||||||||||| |||||||||| ||||||||||||||||||| ||||||||||||||||||||| |||||||||||||| |||||| |||||||||||||||| |||||||||| ||||||||||||||
PEP functions implemented with the NAS System SWIM Server per SIP security policy for internal NAS access.
	
	

	
	Monitoring
	SIP-implemented controls, as needed.
	
	

	
	Auditing 
	
	
	

	Enterprise Service 
Management

 

 

 

 

 
	Asset Management
	SIP NAS System SWIM Servers are managed by designated SIP system managers.
	JMX, SNMP, proprietary management standards (determined by Service Container software selection).
	End-to-end ESM will be an issue in Segment 1. At a minimum this is expected to involve manual process of coordination among maintenance personnel in Segment 1.

	
	Configuration Management
	
	
	

	
	Event and Performance Management
	
	
	

	
	Service Desk Support
	Service desk support is provided by individual SIP help desks and ATO Tech Ops. Primarily manual procedures with voice coordination.
	
	

	Other (Non-functional requirements)
	Loose coupling;

Reduced time and complexity for building new applications;

Common shared services for information management
	Supported through use of service container, standards, governance, and service oriented architecture.
	
	


1 Introduction

The System-Wide Information Management (SWIM) concept was proposed to meet the following National Airspace System (NAS) shortfalls [1] identified by the Federal Aviation Administration (FAA).  These shortfalls would also pose significant barriers in moving to the Next Generation (NextGen) Air Traffic Management concept planned for the future (~2025). The NAS shortfalls are: 

· High costs to develop, test, deploy and support new interfaces and applications
· The NAS is not an agile air traffic system

· Data sharing in the NAS is labor-intensive
· Timely access to common data is lacking in the NAS
· The underlying tools to support becoming a performance–based organization are currently lacking
The SWIM program provides direct benefits by addressing the first shortfall by enabling reusable, loosely coupled interfaces versus many point-to-point interfaces;

reducing time and complexity for building new applications and interfacing existing applications; and providing common shared services for information management replacing costly redundancies.

SWIM addresses the remaining four shortfalls but delivers related benefits indirectly. Delivery of benefits associated with them requires resources outside of the SWIM program. The SWIM program will provide a secure NAS-wide information web to connect FAA systems to each other, and enable interaction with other members of the decision making community.  SWIM will provide policies, standards, and core infrastructure to support data management, based on existing systems and networks to the extent practicable, and proven technologies to reduce cost and risk.
SWIM is planned for implementation in a series of segments.  The SWIM program is currently defining the details of Segment 1 that is planned for implementation in the time period 2009-2013.  The scope of SWIM Segment 1 was approved in June 2007 at the Joint Resources Council 2B decision.  Initial candidate system improvements to be supported by SWIM Segment 1 were defined by user communities of interest (COIs).  The three COIs defined a total of nine capabilities associated with their applications that can be exposed conforming to SWIM standards.  The SWIM capabilities in Segment 1 will be implemented by SWIM Implementing programs (SIPs) that are associated with each of the COIs.

1.1 Scope

The purpose of this document is to provide a descriptive framework that provides common understanding of SWIM.  This common understanding includes a description of the major functions provided by SWIM, the technical standards that will be used, the logical components (hardware and software) that will be deployed to implement the SWIM functions, and the physical deployment of components to NAS facilities in Segment 1 and beyond.

This document is intended to complement, not replace, other key programmatic documents. 

This document describes the "core" of the SWIM enterprise architecture.  By this we mean architecture that relates to information technology and information management.  Mission-level architecture that describes how NAS Systems interoperate to support the FAA's operations are described in NAS Enterprise Architecture documents and are out of scope for this document.

This document is not intended to provide requirements.  However, it is expected that requirements documents, which are being developed in parallel, will utilize the framework and concepts provided in this document when stating requirements.  The architectural allocation of security controls given in this document are given for NAS program consideration under FAA Order 1370.82A.  This FAA order identifies NIST SP 800-30 as the guidance process for security risk management which results in the definitive selection and allocation of appropriate security controls.
This document provides both a "long-term" and a Segment 1 view.  The reader is expected to be familiar with the principles of service oriented architecture (SOA); details on each area are provided in the main document.
  The functional architecture is general in nature, and applicable to both SWIM Segment 1 and future SWIM segments.  The standards included in the technical architecture are expected to be used in SWIM Segment 1, but must be expected to evolve in future SWIM segments.  A goal of SWIM is to provide flexibility for each SIP in the COI to use a set of recommended mature standards in Segment 1.  At the same time, SWIM program will develop governance policy on migration and configuration management of versions of maturing standards.  The physical architecture considers how the functional components will be deployed and interconnected throughout the NAS.  The physical architecture discusses deployment of components to generic types of NAS facilities (en route centers, towers, command center, etc.) but does not provide specific details on exactly which components will go into which specific facility.  Detailed physical architecture and design will have to wait until the capabilities are finalized, and trade studies performed.  

Separate from this architecture document, the SWIM program will provide additional guidance to pick and choose SWIM technical standards for SIP developers.  That document is also expected to provide methods and examples in the use each of the SWIM technical standards.

In order to prevent confusion and the potential for conflicting descriptions, this document attempts to avoid repeating material that is covered in other SWIM documents.  
1.2 Document Organization

Section 2 provides a brief background the SWIM COIs and planned segments.  It describes briefly the SWIM environment.  It also identifies the capabilities planned for SWIM exposure in Segment 1 and beyond.
Section 3 describes the SWIM Functional Architecture which identifies and describes the functions performed by SWIM.  

Section 4 describes the SWIM Technical Architecture, i.e., the standards and technologies that are used in SWIM.  
Section 5 describes the SWIM Component Architecture and identifies notional hardware and software components that will be used to implement SWIM functions.

Section 6 describes the Segment 1 physical architecture, which considers how the notional components will be implemented and connected via networks.  The physical architecture also addresses how components are implemented, deployed, and operated by different organizational entities.
Section 7 describes the SWIM Information System Security (ISS) architecture including the mechanisms to enforce security policies at the service and message level.
The Bibliography provides information on the reference material used during this study. 

Supporting material is provided in appendices.
2 SWIM Background
2.1 Communities of Interest

For Segment 1, there are three active COIs: the Flow and Flight Management (F&FM) COI, focusing on the exchange of flight data information; the Aeronautical Information Management (AIM) COI, focusing on the dissemination of Special Use Airspace (SUA) information; and the Weather COI, focusing on the exchange of weather information.  The three COIs defined a total of nine capabilities associated with their applications that can be exposed conforming to SWIM standards.  Each COI comprises a number of SIPs.

A Surveillance COI is currently under consideration for Segment 2.  Additional COIs will be established as needed in the future.

2.2 SWIM Segments

SWIM is planned for fielding in segments each lasting approximately four years.  Segment 1 is planned for 2009-2013.  Segment 2 is likely to start in 2012 followed by Segment 3 in approximately 2015.  The specific COIs participating in Segments 2 and 3 and their respective needs are still very preliminary.  As far as this document goes, all segments, other than Segment 1, are considered as “long term”.  

2.3 SWIM Environments

The FAA's systems are divided into (at least) two different environments: the operational NAS and the mission support environment.  

The operational NAS environment includes systems such as En Route Automation Modernization (ERAM) and Traffic Flow Management – Modernization (TFM-M) that perform the air traffic management functions of the NAS.  

The mission support and administrative environments include systems such as training, logistics support, payroll, etc.  (For the purposes of this document we group "mission support" and "administrative" systems into a single category.)

The network that supports the operational NAS is isolated from the mission support network, as well as other networks.

Design and development activities normally do not take place in the operational NAS environment.  These are referred to as "Design-Time" activities later in this document, while activities that take place in the operational NAS are referred to as "Run-Time" activities.
The SWIM program is expected to include a reference implementation of SWIM in a developmental integration facility to be used by SIPs during development.  This facility is expected to be in the mission support environment.  Further discussion of this facility is beyond the scope of this architecture document.

2.4 Needs of the SWIM COIs in Segment 1

There are nine operational capabilities that are planned for SWIM segment 1, depicted in Figure 2-1.  These capabilities are documented in the SWIM Final Program Requirements (FPR) [2].  Requirements for the new interfaces and functionality have been developed and are available in the SWIM Service Specification Document (SvSD) [3].   
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Figure 2‑1.  NAS SIP Capabilities included in SWIM Segment 1

In order to implement these 9 capabilities in SWIM Segment 1, the SIPs will make use of the SWIM core services described
 in this document
.  This document assumes that in Segment 1 the SWIM Core Services will be used by the SIPs to meet the following needs:

· Non-safety-critical information exchanges.   While NAS systems participating in SWIM Segment 1 do contain safety critical functions, this SWIM Core Architecture assumes that the use of SWIM in Segment 1 will be engineered by the SIPs to ensure that failures in SWIM core services will not degrade the ability of NAS systems to perform safety critical functions.  While no safety-critical information exchanges are currently defined, the flight information service is arguably essential, based on NAS-SR-1000, and more likely “efficiency-critical” as defined for ERAM, with derivative performance requirements.  
· High reliability and availability requirements.   This architecture assumes that SWIM Segment 1 requirements including “efficiency-critical” (0.9999 availability) can be met with readily available off-the-shelf hardware and software solutions, engineered as necessary to include redundancy (e.g. "hot" or "cold" standby systems).
· Medium or high latency.  Information exchanges with high (10 seconds or more) or medium (hundreds of milliseconds to seconds) latency requirements.
· Achievable throughput requirements.  Throughput requirements that can be met by standard available networking, server hardware, and off-the shelf software technology – if necessary with the application of load-balancing solutions.  In general, we assume a given system connected to SWIM in Segment 1 may need to generate and receive 10’s to 100’s of messages per second.  Messages from NAS Systems implementing SWIM services are expected to range from quite small (10’s to 100’s of bytes) to quite large (10’s of megabytes).
2.5 Potential Future SWIM COI Needs

In future segments, the use of SWIM core services may expand to meet additional COI needs
, possibly with more stringent requirements, such as:

· Safety-Critical Applications

· Extremely Low Latency Applications 

· High Update Rates

The SWIM architecture may be modified in future segments as necessary so as to be cost-effective to meet COI needs with stringent requirements.  

3 SWIM Functional Architecture

The functional architecture identifies and describes the functions performed by SWIM.  The complete SWIM functional architecture is depicted in Figure 3-1.  This figure, and the accompanying text in this section, presents a long-term view of the SWIM architecture.  In SWIM Segment 1 only a subset of these components may be deployed; the deployment of SWIM functions in Segment 1 is discussed under SWIM Architecture Components, in Section 5.
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Figure 3‑1.  SWIM Functional Architecture

As depicted in Figure 3-1, the components of the SWIM functional architecture are logically divided into 3 groups.  At the top of the figure are the NAS mission functions, which utilize the SWIM service functions to interoperate.  At the bottom of the figure are the Information Technology (IT) Infrastructure functions such as networking and security functions which are essential for the operation of higher level functions.  The Boundary Protection functions are split across the SWIM service and IT Infrastructure levels.  However, for convenience, these are described under the IT Infrastructure services. 

The functional components and their interaction in each of the three groups are described below.

3.1 NAS Mission Functions

3.1.1 NAS System Mission Functions

These functions provide the mission-specific functionality that supports the operation of the NAS.  Examples include air traffic control automation systems, flow management systems, and network and systems management systems.  These systems directly support the activities of NAS personnel (Air Traffic Controllers, Flow Managers, Maintainers, etc.).  The dashed arrows in Figure 3-1 between NAS application systems are meant to indicate that NAS application systems exchange information and interact with one another in order to provide the necessary mission-specific functionality to support NAS personnel.  This interaction is carried out by means of services that NAS application systems provide to one another.  Each NAS application system provides a Service Interface that makes a set of services available; these services may be invoked by other NAS application systems via the SWIM Service functions.  

The solid arrows in Figure 3-1 between the Service Interface functional component and the Messaging functional component indicate the flow of messages that are used to invoke and respond to, requests for services among NAS application systems.

The depiction of a NAS application system in the figure is, of course, vastly simplified.  These systems may themselves be complex and include many widely distributed components.  ERAM, for example, includes a whole suite of hardware and software components in each Air Route Traffic Control Center (ARTCC).  The internal components of a NAS application system may interact with one another and exchange information by internal networks and connections not visible to other NAS application systems via SWIM (not shown in the figure). 

As SWIM evolves, NAS application systems may continue to exchange information and interact by other means (not shown on the figure).  For example, special purpose direct connections may be engineered between NAS application systems to meet specific performance or availability requirements.  Another example might be direct system-to-system interfaces that conform to legacy protocols or interface specifications that must continue to be supported.  These types of interfaces must be expected to continue to exist.  However, the benefits of SWIM will be increased by maximizing the number of interfaces that conform to the SWIM architecture. 

The Service Interface of a NAS application system is the functional component that makes services available to other NAS application systems in a manner that conforms to the technical standards identified by the SWIM program.  SWIM technical standards are documented in Section 4.  SWIM standards are expected to evolve with time, and the implementation of the Service Interface functional component must therefore be expected to change over time, without necessitating changes to the mission-specific application functionality.  

3.1.2 External User System Mission Functions

The term "External User" here refers to organizational entities that use the NAS, e.g. Airlines, Department of Defense.  (It does NOT refer to FAA personnel, e.g., controllers or flow managers that use and operate the NAS systems.)

Just as NAS systems interoperate by providing services and accessing other systems' services, External User systems interoperate with the NAS by accessing services provided by NAS systems and by providing services that are accessed by NAS systems.  However, SWIM information exchanges between NAS and External User systems are mediated by boundary protection mechanisms, which include security controls at all layers
.

Only a subset of SWIM services offered by NAS systems will be made available to External User systems.  The Boundary Protection mechanisms will provide coarse-grained control over which SWIM services are made available externally.  (Additional fine-grained control may be applied at the NAS System end point.)  The Boundary Protection mechanism serves to limit protocols and communication destination addresses, as well as performing Extensible Markup Language (XML) inspection to provide early detection of denial of service attacks before their effects can be propagated to the internal network and systems.  The Boundary Protection mechanism, as a security proxy, does not remove responsibility of the NAS system end-point run-time environments from authenticating and authorizing all transactions regardless of the source.
3.2 SWIM Service Functions

The SWIM service functions are depicted in blue in Figure 3-1.  These are the functions that comprise the SWIM core services.  The SWIM core services are described at a high level in the SWIM Concept of Use (COU) [5], and top-level requirements for these core services are provided in the SWIM Final Program Requirements (FPR) [2].  This SWIM Core Architecture document describes these functions to one greater level of detail beyond what is provided in the COU.  More detailed requirements for these core services functions beyond the requirements in the FPR are not contained in this document, but rather will be included in the SWIM SvSD [3].  This SWIM Core Architecture document describes how those functions are deployed and interconnected in SWIM.

An overview of SWIM service functions
 is provided in Table 3-1.  For a detailed discussion of which functions will be implemented in Segment 1, see the mapping of SWIM functions to Segment 1 architecture components, provided in Table 5-1.

Table 3‑1.  Summary of SWIM Service Functions
	Core Service
	SWIM Service Functions
	Function Description

	Interface Management

 
	Service Exposure
	Provides the capability to place service information entities into a registry

	
	Service Discovery
	Provides the capability for service consumers to be able to easily find information on services sought including alerts and registry content organization

	
	Metadata Management
	Provides the capability for managing the information in the registry, including managing information about multiple versions of a given service, as well as managing information about service level agreements (SLAs).

	Messaging

 
	Publish/Subscribe
	Provides support for publish/subscribe
message exchange pattern

	
	Request/Response
	Provides support for request/response
message exchange pattern

	
	Reliable Messaging
	Provides support for various types of guarantees for message delivery

	
	Message Routing
	Provides support for message routing between 
service providers and service consumers.

	
	Mediation
	Provides the capability for various types of mediation, such as data format transformation, between message senders and receivers

	
	Message Transport
	Provides multiple application level transports to any endpoint.

	Security Services


	Message Confidentiality
	Provides mechanisms to ensure that only intended parties in a message exchange can view messages.

	
	Message Integrity
	Provides mechanisms to ensure that messages are not unintentionally altered, and provides assurances that NAS system data can be trusted to be accurate.

	
	Transport-level protections
	Provide protections at the transport and session layers to ensure confidentiality and integrity for NAS system communications.

	
	Identity Management
	Provides mechanisms for managing the identity and organizational role of service consumers and services providers.

	
	Data Access Management
	Provides management of access to data resources that are based on the requesting entity’s identity, organizational role, or other considerations such as transaction state or application.

	
	Security Policy Management
	Provides management of the rules that allow and limit access privileges to SWIM data resources.

	
	Security Policy Enforcement
	Provides mechanisms to enforce security policies.

	
	Security Monitoring
	Provides monitoring of SWIM services for any systems events that may indicate security breach or fraudulent use of NAS system resources

	
	Security Auditing 
	Includes the review of security controls to ensure that they are efficient and effective in controlling unauthorized access to NAS systems.

	Enterprise Service Management

 
	Asset Management
	Manages SWIM hardware, software, and network assets 

	
	Configuration Management
	Manages development and operational baselines

	
	Event and Performance Management
	Monitors and controls faults, service quality including reliability, availability, performance, diagnostics, and policy

	
	Service Desk Support
	Supports NAS personnel in the use of SWIM services and resolution of reported problems

	
	Policy Management
	Storing, categorizing, updating, and distributing policies


3.2.1 Interface Management Core Service Functions
Interface Management can be broadly defined to include governance and SWIM program activities intended to promote high levels of interoperability between SWIM service providers and consumers.  These activities are being defined and managed by groups such as the SWIM Interface Working Group, and are not described here.  Rather, this document is limited to describing specific core service functions that support SWIM's broader interface management activities.

The Interface Management core service functions include capabilities that enable service providers to expose information about services and service consumers to discover information about services.  This information includes definition of the syntax and semantics of services and the data produced and consumed by services.  Information about different versions of services and data schemas is also managed, as well as information about SLAs.

Many aspects of Interface Management core service functionality come into play during NAS system design and development, rather than during NAS system operation, therefore the description of the Interface Management functions includes separate discussions of how the functions apply at design-time and at run-time.

Interface Management functions include:

· Service exposure:  Capabilities that enable information about services to be made available, including information about the syntax and semantics of data that is produced and consumed by the service.

· Service discovery:  Capabilities for allowing information about services, and the data produced and consumed by services, to be discovered.
· Metadata management:  Capabilities for the management of information about services and the data produced and consumed by services.  This includes the ability to manage information about different versions of services and data formats, as well as management of information about service level agreements.  
Authentication, access control, and auditing mechanisms
 will be used to ensure that only authorized individuals are able to use these functions in accordance with SWIM governance policies regarding interface management.  More detail is provided in Section 7.

The following sections describe these key functions.  

3.2.1.1 Service Exposure
Service Exposure functionality in SWIM will allow service providers to provide information for use by consumers.  The Service Provider provides service description information, which includes message formats, data types, transport protocols and transport serialization formats, one or more network locations at which the service can be invoked, and may provide some information about the message exchange pattern.  It may also include a point of contact for the service and relevant information about the organization which owns the service.

Design-Time

The service developer places information about a service in the registry in accordance with established registry standards and procedures.

Run-Time

The owner of the systems hosting a service provider places information about the run-time deployment of a service in the registry in accordance with established registry standards and procedures.

3.2.1.2 Service Discovery
Service Discovery consists of the act of locating a machine-processable description of a Web Service that may have been previously unknown and that meets certain functional criteria.  

Service Discovery capabilities in SWIM will allow consumers to query, search, and locate new information about SWIM services and data, and the ability to evaluate the relevance of the data to their current role and activities and then pull only that relevant information they need when they need it.

Design-Time

Individual users and developers need to be able to browse, search, and inspect services and other entities.  The static discovery of a service entity is done at design-time by a human user, such as a software developer, to discover the service offer and access or points in the registry. After the discovery, a software developer is able to access the WSDL associated with the service of interest in order to bind to it from within a software module. 
Run-Time

At run-time, the registry is accessed to bind a service client application to a specific service provider at runtime. 

3.2.1.3 Metadata Management
Metadata management includes capabilities for managing information in the registry.  This includes metadata such as version information, as well as SLA and Quality of Service (QoS) information
.
3.2.2 Messaging Core Service Functions
The SWIM messaging core service includes functions for efficiently and reliably delivering information among SWIM systems.  SWIM messaging supports a variety of relationships between message end-points including one-to-one and one-to-many [8].  It includes the capability to route messages, including routing based on message content, as well as functions for efficiently and reliably delivering that content across SWIM in a secure fashion. Messaging functions can include durable subscriptions to queue messages until disconnected subscribers can reconnect to the network.  It supports QoS including the ability to specify special handling based on priority and response time requirements.  It includes functions to support synchronous and asynchronous
 information exchange
.  
The following sections describe messaging features in SWIM for Segment 1 and beyond.

3.2.2.1 Publish/Subscribe Messaging
Publish/Subscribe is a message exchange pattern (MEP) in which subscribers indicate topics of interest and receive alerts when publishers generate messages that apply to those topics.  There can be any number of subscribers and publishers at any given time.  Many subscribers can subscribe to a given topic by a given publisher or a single subscriber can subscribe to topics generated by many publishers.  
3.2.2.2 Request/Response Messaging
This message exchange pattern involves a well defined point-to-point interaction where a service requester sends a single request to a service provider and waits for a response.  The service provider responds to that single request by sending a reply message.  

3.2.2.3 Message Routing

Message routing is the ability to control the path taken from message sender to message recipient according to a set of message routing rules.  For the purposes of this discussion, message routing has been categorized in two general areas, one is the generic message router which routes based on addresses of message destinations and the second is content-based router
 which routes messages based on the contents of a given message as opposed to just destination addresses.

The generic message router is used for basic routing in messaging infrastructures and needs to be robust with minimal latency and bottlenecks.  

In content-based routing the path taken by messages, and the node to which they are ultimately delivered, is driven by their content.  It may be used to provide optimized and reliable application network infrastructure so that in the event of failure of intermediate brokers alternate delivery routes can be identified.  In the case of optimization, load across the network can be balanced.  It may also be used to implement application-specific logic, for example a message containing flight data might be routed to the center currently controlling that flight.

3.2.2.4 Reliable Messaging

Reliable messaging in a SOA context refers to the ability to transport messages reliably and optionally guarantee that messages have been delivered without duplication and in an ordered fashion, or to alert the higher level applications in the event of an unrecoverable failure.

Reliable messaging [9] provides guaranteed message delivery using one of the following delivery assurances:

At Most Once - Messages will be delivered at most once without duplication or an error will be raised on at least one endpoint. It is possible that some messages in a sequence may not be delivered. 

At Least Once - Every message sent will be delivered or an error will be raised on at least one endpoint. Some messages may be delivered more than once. 

Exactly Once - Every message sent will be delivered without duplication or an error will be raised on at least one endpoint. This delivery assurance is the logical "and" of the two prior delivery assurances. 

In Order - Messages will be delivered in the order that they were sent. This delivery assurance may be combined with any of the above delivery assurances. It requires that the sequence observed by the ultimate receiver be non-decreasing. It says nothing about duplications or omissions.  

3.2.2.4.1 Message Persistence

Persistent messaging provides a capability in which, if the broker that has the message server crashes, the message can be retrieved on startup from persistent store.

(Note: Message persistence is not strictly part of Reliable Messaging, but it is included under Reliable Messaging for convenience in this document.)

3.2.2.5 Mediation 

Message format transformation
 may need to take place between message senders and receivers.  Message translators facilitate this transformation
.
3.2.2.6 Message Transport

Message transport in the SOA context refers to an application layer transport which is the mechanism by which messages are carried from source to destination.  Depending on the various needs of applications being transported, a message transport may or may not need to be reliable.  Similarly, a message transport may or may not need to support publish/subscribe functionality.  Some transport mechanisms are ubiquitous and do not need special infrastructure or message backbone, while others require message servers and clients at various points where end system participants are located.  
3.2.3 Service Security Core Service Functions
Service security embraces the standard security model of confidentiality, integrity, and availability.  The SWIM security functional architecture includes functions that enforce security policies at the NAS service level and the core SWIM services level including authentication, authorization, and access controls.  It includes security controls that span the overall information sharing architecture that is envisioned for SWIM services. 

The SWIM ISS architecture adheres to Federal Government standards for system security protections, and FAA orders related to information security.  Security services and technical controls should be applied commensurate with the risk and magnitude of the harm resulting from the loss, misuse, or unauthorized access to or modification of NAS information.  The level of these risks and the technical controls applied to mitigate them, are the result of a careful analysis of potential threats and vulnerabilities.  The FAA is charged to ensure that systems and applications used by or for the NAS provide appropriate confidentiality, integrity, authenticity, and availability.
In SWIM Segment 1, the responsibility for security is assigned to the SIPs. 

3.2.3.1 Message Confidentiality
Confidentiality services provide mechanisms to ensure that NAS data is exchanged only between authorized parties.  It includes functions such as encryption and decryption, digital signatures, data origin authentication, and authorization.
3.2.3.2 Message Integrity 

Message integrity services provide services to verify that message data has not been changed or damaged in transit.  It provides assurances that received NAS system data can be trusted to be the same data that was sent.  Message integrity also includes controls to prevent message replay attacks.

3.2.3.3 Transport-level protections 

Instead of using message level confidentiality and integrity services, protections can be provided at the transport and session layers.  Secure Sockets Layer (SSL) and Transport Layer Security (TLS) are examples of transport layer protection functions.  The specific usage of transport level security mechanisms is discussed further in Section 7.

3.2.3.4 Identity Management

An identity is established through a process by which an entity asserts its identity by presenting a set of claims.  The claim is backed by a set of credentials, for example, a security token such as a certificate or a username and password combination.  Identity management also includes trust management.  Trust management is required for communication across security domains in order to establish the validity of credentials.  For example, communication between NAS programs or between a NAS program and an external entity, such as an airline, require that credentials be understood and trusted between both security domains.

3.2.3.5 Data Access Management

Data access management is the function that controls the interaction of service provider and access to the NAS system resource based on the requesting entity’s identity, organizational role, or other considerations such as transaction state or application.  It limits access to information system resources only to authorized users, programs, processes, or other systems.

3.2.3.6 Security Policy Management 

Security Policy is simply a set of rules that allow and limit access privileges to NAS systems and information.  Security Policy management provides the tools for defining security policies, configuring policy enforcement points, and managing identities, roles, permissions to NAS systems.

3.2.3.7 Security Policy Enforcement

Security Policy Enforcement provides mechanisms to enforce security policies to validate messages and message attachments to ensure that they contain appropriate data along with security credentials and do not introduce attack vectors such as viruses or worms, or compromised content, such as invalid parameters.

3.2.3.8 Security Monitoring

Security monitoring functions include notifications and alerts to security administrators when policies have been violated.  It also includes monitoring for the attempted exploit of known system vulnerabilities, analysis of potential threats, and monitoring performance degradations that may point to security compromises in NAS systems.  It provides the ability to correlate and analyze security-related events, and system and communication activities.

3.2.3.9 Security Auditing

Auditing functions include the creation and analysis of system logs, monitoring security alerts to ensure adherence to security policy, and reviews of security controls to ensure that they are efficient and effective in controlling unauthorized access to NAS systems.
3.2.4 Enterprise Service Management Core Service Functions
SWIM Enterprise Service Management (ESM) involves the management of the SWIM exposed services as well as the supporting SWIM core services themselves.  ESM includes the monitoring and control of faults, configuration, accounting (to allocate cost if needed), performance, and security.  Accounting management has been a low priority in the FAA but may be important in the future.  In the context of SOA and Web Services, these are lumped under different QoS areas – that for reliable messaging, for transaction support and for supporting security functions.  See Appendix A for information on these QoS areas.
SWIM ESM also has to be considered in the overall context of end-to-end (ETE) ESM.  The health of the exposed services will also depend on the state of the end application systems (both providers and consumers) as well as that of the network that interconnects these end systems. SWIM ESM operations also have to be set up to accommodate the current FAA approach and organization of system and service management for all its application systems and networks. Moving to the SWIM SOA approach will affect the way ESM operations will have to be carried out but this change has to be effected gradually.  ATO Technical Operations Services’ current operations concept is documented in Concept of Operations [10].

The following functions are associated with SWIM ESM
:
· Asset Management – manages SWIM hardware, software and network assets
· Configuration Management - manages development and operational baselines
· Event and Performance Management – monitors and manages faults, service quality, and policy enforcement monitoring

· Service Desk Support - supports users in the use of the services and resolves any reported problems.
· Policy Management - Stores, categorizes, updates, and distributes policies

3.2.4.1 Asset Management
SWIM assets are hardware and software components that provide for particular services within the SWIM infrastructure.  Servers, workstations, routers, firewalls, databases, Enterprise Resource Planning (ERP) applications, Lightweight Directory Access Protocol (LDAP) directory servers fall into this category.  Asset management is related to configuration management.  The scope of asset management, limited here to run time, includes:

· Keeping and maintaining an inventory of all SWIM hardware, software, and network assets including versions and license expiry information

· Deploying operating system, virus protection and firewall patch releases and updates (in coordination with the SIP and facility system managers) 

3.2.4.2 Configuration Management

Configuration management is the process of controlling changes to SWIM exposed services, core services and device configurations in the SWIM environment.  This includes both the design time and run time aspects.  The basic operations in configuration management include planning, identification of the configuration items and their dependencies, procedures for controlling releases, current status of releases (under development, under test, ready for deployment, deployed, etc.) and their verification and audit.

Together, these operations provide the means to control the establishment and maintenance of services and their supporting configurations.  

· ESM includes the change management of the current operating configuration of SWIM software and hardware assets, the configuration of SWIM supported services as well as the SWIM core services themselves.  This is both a design time and a run time requirement.  Since each change may affect many different consumers due to interdependencies, multiple versions of the services may have to supported simultaneously. 

· ESM includes the maintenance of the current baseline configuration of SWIM software and hardware assets, the configuration of SWIM supported services as well as the SWIM core services themselves.  Again both design time and run time baselines need to be maintained.

· ESM also includes the run time deployment of the supported services and core services in conjunction with the SIPs and their respective software release cycles.  Once deployed, this becomes the official configuration of the services that have to meet established policy and performance requirements. 

3.2.4.3 Service Desk Support
The service desk support includes help provided to SWIM users and SIP Monitoring and Control (M&C) managers under normal and abnormal operational conditions.  Under normal operations, users may need assistance in procedures to access existing or new services.  Under abnormal conditions related to SWIM resources, supporting network or NAS or external user systems, the service desk will accept user calls, provide status on the resolution of problems back to the user and ensure that the user services are restored to meet SLA requirements.  The service desk will also coordinate with the SIP Monitor and Control (M&C) managers, and FAA facilities in isolating and resolving issues.  In Segment 1, this function is federated to the SIPs.

3.2.4.4 Event and Performance Management
Event and Performance management is a run-time activity; it provides the ability to monitor, control, and scale services within the enterprise to ensure the capability offerings are available, responsive and scalable to the operational environment supported. 
· ESM includes the detection, recording and analysis of SWIM support infrastructure failure events including overloads and faults, with supporting data. Automatic recovery is to be supported from these events to the extent possible.

· ESM performance monitoring provides the capability to capture, view, and report on statistics-based performance and usage of capabilities. Mostly these are lumped under the area of Quality of Service (QoS). Of these, the QoS categories related to run time, transaction support, configuration management and cost, and security are important
.    Designated SWIM SIP operators, SWIM operators and users will have access to view metrics on throughput, availability, response time, and faults through generated reports.

· The ESM capability should provide the situational awareness necessary to help SWIM prevent attack, ensure reliability and availability of critical components, support the integrity and confidentiality of data that SWIM generates, stores, or transmits, provide distributed management of services, provide detection and handling of exception conditions, provide insight into the usage of offered services, monitor appropriate SLAs, and locate components that meet performance and availability requirements.

· The above two capabilities are expected to be accomplished via policy enforcement monitoring of the PEPs.

3.2.4.5 Policy Management
Policy management is the creation, change, and dissemination of policies for the operation of SWIM.  Policies may relate to several areas
.  Examples are:

· Service identification and security rules — Identifying and authenticating provider/consumer services to prevent unauthorized access; configuring the security of services at runtime and enforcing policies such as encryption, digital signatures, and logging for tracing and tracking. 
· Routing rules — Configuring run-time routing rules to address performance, version management, and other operational requirements. Variations include: content-based routing (examining a message’s content to determine where to route it according to specific rules, for example, processing certain types of orders via a different process); version-based routing (to support version management and the deprecation of services); and preferential quality-of-service routing (giving consuming applications different processing priorities based on business priorities and defined service levels). 
· Transformation rules — Translating between different message transports and technology protocols to facilitate application connectivity, or transforming data between consumer and provider.
The content of the policies related to a given area such as security, routing, transformation belongs to that respective functional area. 
The role of ESM in policy management is: 

· Declarative Policy Management - manage the declarative policies related to other functional areas and where they are implemented.
· SLA management — Policies for managing performance and availability to match the requirements of a SLA, for example, routing request to a backup service in the event of a failure of the primary service provider, or balancing the request load across additional back-end service to improve performance. 
· Logging, monitoring, and alerting rules — Collecting service-level data and establishing rules based on aggregate counters for response time, throughput, errors, and other transaction data so that alerts can be generated when there are violations to predefined levels of performance. 

3.2.5 Future Services

Additional SWIM core services such as archiving, persistence (i.e., "repository") and information transformation (e.g., data structure, context and semantics-aware operations on information) may be added in the future.  

3.3 Information Technology Infrastructure Functions

The Information Technology (IT) Infrastructure functions include the networking and security support functions described below.  This group of functions represents capabilities and services that are not specific to SWIM but that SWIM needs to make use of in support of higher level SWIM Services.  The IT Infrastructure functions will also support general NAS IT needs outside the context of SWIM.  These functions are described below, but this list should not be assumed to be exhaustive – other IT infrastructure components must be provided as needed to support the operation of a modern computing environment.
3.3.1 Secure IP Network Connectivity

This function allows the components of the SWIM architecture to communicate with one another using the Internet Protocol (IP).  It may include network layer security services, e.g., tunnels, encryption, network layer access control, etc., as needed.  Note that the SWIM architecture for early segments assumes IPv4, although a transition to IPv6 is mandated for future segments.  

3.3.2 Incident Detection and Response

This function monitors the systems and networks of the SWIM architecture for indications of information system security intrusions or incidents, and supports corrective action when such intrusions or incidents are detected.
3.3.3 Naming and Addressing

This function provides a Domain Name System (DNS) that translates from fully qualified domain names identifying NAS Systems to IP network addresses. It also includes the administrative functions that provide for allocation and management of IP address space.
3.3.4 Identity and Credential Management

This function provides management of, and access to, identity information and credentials as needed to support Authentication, Authorization, and Access Control decisions that are made within the SWIM Service Security function.
3.3.5 NAS Boundary Protection

This function prevents malicious content or attacks from being passed between NAS application systems and non-NAS systems.  Allocation of appropriate security controls to the Boundary Protection function will be a result of a properly conducted risk analysis.  Threats originating from compromised or mis-configured components within the NAS may lead to allocation of those security controls to the end system run-time environments in order to authenticate and authorize all transactions regardless of the source.  The Boundary Protection mechanism may best serve to limit protocols and communication destination addresses, and to provide early detection of denial of service attacks before their effects can be propagated to the internal network and systems. 

4 SWIM Technical Architecture

The SWIM technical architecture provides a view of the standards used in supporting the SWIM functions.  

4.1 SWIM SOA Standards Approach

The SWIM program will, in collaboration with the SIPs, define standards to be used in each segment.  The initial standards for SWIM Segment 1 are defined here.  

4.1.1 Accommodating Change in SWIM Architecture
Standards in the SOA environment are evolving rapidly, and should be expected to change, perhaps dramatically, between SWIM segments.  To accommodate the rapid evolution of standards, this SWIM architecture encourages the separation of mission logic components, which implement Air Traffic Management (ATM) services, from information technology (IT) components, which implement standards-based core services.  For example, the Service Container software component (discussed in Section 5) is intended to allow IT software components to be replaced as necessary to adapt to changing standards, with minimal impact on software that implements the ATM logic to provide access to NAS system services.

4.1.2 Approach to Combining Web Service Standards and non-Web Service Standards
Service Oriented Architecture (SOA) is a general concept or paradigm for system-of-systems structure.  SOA can be implemented with a variety of technologies and standards.  SWIM Segment 1 emphasizes use of Web Services standards, because these are, at the time of this writing, promising and widely used standards for implementing SOA in a way that improves interoperability and flexibility.  However, Web Services are not suitable for all applications.  The intent of the SWIM architecture is to allow other standards to be used when necessary, while retaining general SOA principles.  To accomplish this, SWIM Registry components should be capable of including information on services that are provided using a variety of different technologies and standards.  Similarly, SWIM Enterprise Service Management and Service Security components should be engineered, to the extent practical, to allow a variety of different technologies and standards to be managed and secured, respectively.  This should be addressed during the requirements definition and design phases for the components that implement these functions.

4.2 SWIM Standards for Segment 1

SWIM Standards are shown in Figure 4-1.  The standards indicated with shading in the figure are supported by multiple commercial vendors of SOA products and are considered ready for implementation in Segment 1.  Other standards are recommended but may not be implemented in SWIM until subsequent segments, as discussed in the following subsections.
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Figure 4‑1.  SWIM Technical Architecture Framework
4.2.1 Transport Standards

4.2.1.1 Hyper Text Transfer Protocol (HTTP) 
HTTP is a widely available application layer transport mechanism.  It is a standard for SWIM Segment 1
.
4.2.1.2 JMS 

Java Messaging Service (JMS) is an Application Program Interface (API) for accessing enterprise messaging systems.  It is part of the Java 2 Platform Enterprise Edition (J2EE).  
The JMS API will be a supported standard for SWIM Segment 1
.

Note:  JMS is only an API standard; it does not provide an "on the wire" standard for machine-to-machine message transfer.

Further, the use of a Java language standard API is not intended to imply that SIPs must implement functionality in Java.  Implementers using other languages may access the underlying messaging systems using other language APIs that may be provided as part of the particular messaging client software package in use; however this should be done in such a way that other implementers can still access the messages using the JMS API.

4.2.1.3 Proprietary Message Oriented Middleware  

IBM MQ
 and Oracle AQ are examples of proprietary Message Oriented Middleware (MOM) that provide a reliable message transport infrastructure using Message Queueing (MQ).  
In this document, we have used IBM MQ as an example.  Any reference to MQ within the document should be considered as a reference to this class of products. The selection of MOM products and suitable bridges to ensure interoperability is up to the SIPs in Segment 1
.  (See the discussion of WS-Notification and WS-ReliableMessaging, below.)

4.2.2 Messaging Standards

4.2.2.1 SOAP

SOAP is the messaging envelope used to exchange information between producers and consumers in SWIM.
As discussed in previous sections, SOAP can be transported either over HTTP or other transport mechanisms such as JMS or MQ.    
SOAP is a SWIM Segment 1 standard that should be used in most cases
.  However, when necessary due to performance, security, or other concerns, other approaches may be used in SWIM Segment 1.  The Representational State Transfer (REST) architectural style, using Plain old XML (PoX) is also possible.  

4.2.2.2 WS-Notification

WS-Notification is a specification by the World Wide Web Consortium (W3C) created to support publish/subscribe within the Web Services Framework.  WS-Notification is not expected to be used in SWIM Segment 1, but may be used in later segments.  In SWIM Segment 1, JMS is expected to be used for publish/subscribe messaging rather than WS-Notification
.

4.2.2.3 WS-Attachments

WS-Attachments is defined in an Internet Engineering Task Force (IETF) Internet Draft that defines an abstract model for SOAP attachments and based on this model defines a mechanism for encapsulating a SOAP message and zero or more attachments in a Direct Internet Message Encapsulation (DIME) message
.
4.2.2.4 WS-Addressing

The WS-Addressing specification defines a standard for including endpoint addressing and reference properties associated with endpoints, into web services messages.  Many WS* standards require WS-Addressing support for defining endpoints in MEPs such as publish/subscribe or request response.  It also provides uniform addressing method for SOAP messages traveling over different types of transports (synchronous/asynchronous).  
WS-Addressing is a SWIM Segment 1 standard
.
4.2.2.5 Message Transmission Optimization Mechanism (MTOM)

MTOM optimizes the transmission of large binary data objects within SOAP messages by separating the binary data and sending it in separate attachments.  MTOM uses XOP (XML-binary Optimized Packaging) and Multipurpose Internet Mail Extensions (MIME) for optimization and packaging of the data.  .  
MTOM is a SWIM Segment 1 standard
.
4.2.3 Data Representation, Transformation, and Query Standards

SWIM Segment 1 standards for data representation consist of XML and XML Schema Definition (XSD).  XML provides a standardized method for describing data structures and data types while XSD formalizes how elements are described in an XML document.
Extensible Stylesheet Language Transformations (XSLT) is a SWIM Segment 1 standard for XML data transformation.

XML Path Language (XPath) and XML Query Language (XQuery) are SWIM Segment 1 standards for querying for XML data via web services
.

4.2.4 Interface Management Standards

4.2.4.1 UDDI (Universal Description, Discovery, and Integration)

UDDI is a standard interface to a directory used for storing information about web services including web services interfaces.  .

During design time developers are able to find WSDL files and create appropriate consuming applications based on those files to consume discovered services.  

Run time service exposure will be performed via a standard UDDI Publishing Service interface, defined as part of the UDDI Specification.
UDDI is a SWIM Segment 1 standard
.

SWIM is not expected to implement a run-time registry in Segment 1, however if SIPs implement run-time registries in Segment 1, they should conform to the UDDI standard.

4.2.4.2 WSDL (Web Services Description Language)

WSDL describes the abstract interfaces, protocol bindings and deployment details of services.  It can be considered as a complement to the UDDI standard.  Understanding the relationship between WSDL and UDDI and establishing a mapping between them allows to automatically register WSDL definitions in UDDI.  

In SWIM Segment 1, services developed by the SIPs will be exposed using WSDLs during design-time.  A WSDL provided by a Service Provider is stored in a registry in accordance with the registry data model to be defined by the SWIM Program
.  Service consumers can then search the registry and discover the service they are seeking based on service characteristics including deployment details as provided by the WSDL.  The Service Consumer is then able to invoke the service during run-time.

4.2.5 Reliability Standards

4.2.5.1 WS-Reliable Messaging  
WS-Reliable Messaging is a standard for a reliable messaging architecture for Web Services.  

While the use of a standard like WS-Reliable Messaging will allow the development of robust and reliable Web Services as well as ensure transport independence, its use in early segments of SWIM should be predicated on the fact that it has matured.  At this time the WS-Reliable Messaging standard has been approved by the Organization for the Advancement of Structured Information Standards (OASIS) but is not considered mature enough to be used in SWIM Segment 1
.  This leads to the consideration of more traditional mechanisms like JMS which is recommended for use in Segment 1.  
There is more discussion specific to message transport in Section 5.2.3.4 where SWIM Architecture Components for Messaging are discussed.
4.2.5.2 WS-RM Policy  

This standard may be used in later SWIM segments for distributing declarative policy regarding use of reliable messaging.  Web Services Reliable Messaging Policy 2 Assertion (WS-RM Policy) Version 1.1, or WS-RM Policy v1.1, was ratified in June 2007, and accompanies WS-Reliable Messaging v1.1 specification, along with WS-MakeConnection v1.0
.
4.2.6 Security Standards
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As with all optional security services, the implementation of these future security specifications is dependent upon defining the requirements for their use through a process of threat and vulnerability analysis.
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4.2.7 Policy Standards

WS-Policy defines a general-purpose framework for representing and combining statements about the QoS properties.  WS-Policy is an extensible framework that can accommodate domain-specific dialects to represent these assertions and allow the attachment of policies to arbitrary types of subjects through the generic attachment mechanisms that WS-PolicyAttachments define.  One such example is the use of WS-Policy to implement WS-Security Policy as defined above.  WS-Policy (version 1.5) was released as a W3C recommended standard in September 2007 though some vendor implementations have been available for the last couple of years
.

4.2.8 Enterprise Service Management Standards

Long term standards for WS Management are still evolving and are not readily available in products.  In the Segment 1 time frame, web service standards are not being specified because they are immature.  Given that the SWIM PO is not implementing a consolidated ESM solution in Segment 1, a service management concept still needs to be developed in conjunction with the SIPs.  The main requirement is that the NAS System SWIM Server (attached to a specific NAS system X) should be capable of being managed by the monitoring personnel for System X.  The SIPs may choose to use their existing SMs or supplement them with additional management products to monitor the services.   

The most popular standards for monitoring and control in Segment 1 are likely to be the Simple Network Management Protocol (SNMP) and Java Management eXtension (JMX
). These are not strictly service management standard like WSDM.  JMX only works for Java based platforms, and SNMP does not really support management at the service layer, only at network/platform infrastructure layer.  The SWIM program plans to develop options and guidance for monitoring and control in conjunction with the SIPs.
The main long term standards for web services ESM are likely to be WS-Distributed Management, WS-Manageability, and WS- Resource Transfer.  These are being considered in the standards committees and their scope is briefly described below.
4.2.8.1 WS-Distributed Management

The WSDM specifications define how to use Web Services to manage any IT resource – it is the “WSDM Management Using Web Services” specification.

Since WSDM is felt not to be mature, its use is not planned in Segment 1.

4.2.8.2 WS-Manageability

WS-Manageability defines the manageability model for a Web service as

an IT resource and how to access that model using Web services – it is the “WSDM

Management OF Web Services” specification.  WS-Manageability does not provide a “Management Using Web Services” specification.

But it does provide insight, illustration, and input into how “Management Using Web

Services” should be developed to support Web services and Grid services.
Since WS-Manageability is felt not to be mature, its use is not planned in Segment 1.

4.2.8.3 WS-Resource Transfer

WS-RT is an essential core component of a unified resource access protocol for Web services.  The WS-ResourceTransfer 1.0 initial draft specification (WS-RT) is a proposed open standard that extends certain operations by allowing fragments of XML code in a single resource to be addressed instead of having to affect the entire resource.  The WS-RT defines extensions to WS-Transfer, a general SOAP-based protocol for accessing XML representations of Web service-based resources. The WS-RT extensions deal mostly with fragment-based access to resources to satisfy the common requirements of WS-ResourceFramework and WS-Management specifications.

Since WS-RT is felt not to be mature, its use is not planned in Segment 1.

5 SWIM Architecture Components 

This section of the paper identifies and defines hardware and software components that will be deployed and interconnected to provide the functional architecture described earlier in Section 3. 
5.1 Simplified View of SWIM Architecture Components

An extremely simplified, high-level view of the components of the architecture is shown in Figure 5-1 and described below by way of an introduction to the SWIM component architecture.
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Figure 5‑1.  General View of SWIM Architecture Components

As shown in Figure 5-1, at a high level the SWIM Architecture includes NAS System components, NAS System SWIM Servers, SWIM Core Services (Software), and Consolidated SWIM Core Services (Hardware and Software).  The NAS System SWIM Servers and Consolidated SWIM Core Services are connected together by underlying Information Technology Infrastructure to form a logical SWIM Enterprise Service Bus (ESB).  Note that this component description does not apply to non-NAS systems; those participating systems are free to implement any way they want as long as their communications conform to SWIM standards.
The NAS System SWIM Server has a system-specific interface to the NAS System on one side, while on the other side providing a SWIM standard interface to other NAS systems via SWIM Core Services Software and underlying IT infrastructure.  The NAS System SWIM Server is discussed in more detail in Section 5.2.3.  

It is important to note that, while Figure 5-1 shows the NAS System SWIM Server as a separate hardware platform from other components of the NAS system, the architecture does not preclude hosting the NAS System SWIM Server on the same platform as other components of the NAS system.
The box in Figure 5-1 labeled "Consolidated SWIM Core Services (HW and SW) represents additional platforms that the SWIM program may deploy in later segments.  In Segment 1, the scope of SWIM-deployed consolidated hardware platforms are expected to be limited to SWIM Registry components related to Interface Management for design-time use, as well as components related to external (non-NAS access to SWIM services).  In later segments, these consolidated components may be expanded to include consolidated management platforms, run-time registry/repository components, and intermediate messaging components.  These are all described in detail in the long-term view of SWIM architecture components, below.
Taken together, the SWIM core services software resident in the SIP–provided NAS System SWIM Server platforms, and SWIM provided platforms, provides a logical ESB.
Depending on its design, a NAS System SWIM Server can accommodate a single NAS system, multiple NAS systems of the same type, or different types of NAS systems.  Further, the NAS system components connected to a single NAS System SWIM Server may be collocated at the NAS System SWIM Server location or located at a remote facility.  This architecture document is not intended to select or preclude any of these alternatives.  If multiple SIPs plan to or have to share a common server, it becomes a cross-SIP issue; the process for developing this guidance is a SWIM program issue. 
5.2 SWIM Segment 1 Architecture Components
5.2.1 SWIM Segment 1 Architecture Components Overview

Figure 5-2 provides a simplified overview of the SWIM Segment 1 architecture.  In Segment 1, NAS systems participating in SWIM connect to other participating systems via a NAS System SWIM Server.  (As discussed above, this figure is notional, not intended to imply that the NAS System SWIM Server must be implemented as a separate hardware platform.)  The NAS System SWIM servers are interconnected by an underlying NAS Wide Area Network (WAN) infrastructure, provided by FAA Telecommunications Infrastructure (FTI).  

In Segment 1, a MOM infrastructure layer is expected to be used to support functions such as reliable messaging and publish/subscribe messaging.  In Segment 1, the MOM infrastructure will be provided by the SIPs as needed to support the Segment 1 operational capabilities.

Also shown in Figure 5-2 is a set of consolidated components that allow external (non-NAS) systems to obtain access to SWIM services.
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Figure 5‑2.  SWIM Segment 1 Architecture Components Overview

The following subsections provide more detailed views of SWIM Segment 1 components.

5.2.2 NAS System in SWIM Segment 1

The NAS system is a set of hardware and software resources operated and controlled by the SIP that directly supports an FAA mission within the operational NAS.  The NAS System contains the air traffic management (ATM) logic that supports the operational capability provided by the NAS System.  The ATM logic in the NAS system may also need data or other services from other NAS systems in order to perform its functions.  In SOA terms the NAS System can be a service provider, a service consumer, or both.

Figure 5-3 shows a slightly more detailed view of the NAS System and NAS System SWIM Server components in Segment 1.  As shown in the figure, in SWIM Segment 1 the NAS System includes a SIP-specific Management component, Security Infrastructure component, and Registry component.   In Segment 1 these components will be deployed by the SIPs as needed to provide the SWIM Segment 1 operational capabilities.  These components are discussed in the following subparagraphs.

5.2.2.1 SIP-Specific Management Platform – Segment 1

In Segment 1, SWIM will not provide a Consolidated ESM platform.  Therefore, in Segment 1 each SIP will be responsible for managing the SWIM ATM services provided by that SIP.  To accomplish this, each SIP may deploy some type of management capability.  This may be integrated into an existing SIP management platform, provided as a standalone ESM console, or provided in some other way, as determined by SIP-specific ESM CONOPS and requirements.
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Figure 5‑3.  NAS System & NAS System SWIM Server Breakout
A notional example is provided in Figure 5-4.  In this example, the NAS System SWIM Servers associated with ERAM and TFMS will report to local ERAM and TFMS ESM platforms respectively.  The extent of integration of the NAS System SWIM Server management with specific SIP ESM platforms will depend on the capabilities on both ends, ease of integration, and the timeframe of moving to a SWIM infrastructure in a future segment.
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Figure 5‑4.  Service Management Example (SWIM Segment 1)

Issue: The above federated approach makes the SOA end-to-end management problem more difficult, since there is no single platform with an end-to-end view of service operations.  The different SIP operators will have to cooperate among themselves and with the network operators in diagnosing and isolating problem events that are not readily apparent.  These needs are still to be developed.  It is assumed that the existing FAA Tech Operations personnel and voice procedures will be used.
5.2.2.2 SIP-Specific Security Infrastructure – Segment 1

As determined by SIP security requirements and security control design and implementation, SIPs may provide software and hardware that supports the implementation of the SWIM security services in the NAS System SWIM Server, for that specific NAS System.  ||||||||| ||||||||| ||||||||||||||| ||| |||||||||||||||| ||||| |||||||||||||||||||||||| ||||||||| ||||| |||||||||||||||| ||||||||||||| |||||||||||||||| ||||||||||||| ||||||||||||||||||||||| |||||||| |||||||| |||||||||||||||||||||||||| |||||||||||||||||||||||||||||
5.2.2.3 SIP-Specific Registry - Segment 1

As determined by SIP requirements and design, the SIP may implement a run-time registry function to support service invocation functionality for that specific NAS System.  Such a registry would allow the NAS System to dynamically bind to service providers at run-time.  

Issue: For a SIP-specific registry to allow dynamic binding to endpoints of services provided by other SIPs, the registry must be kept up-to-date with information regarding services provided by other SIPs.  The SIP-specific Registry might be manually updated with information on the endpoints of services provided by other NAS systems.  It may also be possible to replicate information from one SIP's registry to another, using functionality supported by the UDDI v3 standard.  

While static binding could possibly be used to obviate the need for a registry in SWIM Segment 1, this may lead to a loss of flexibility and operational system administration problems in the future.  Therefore SIPs should either use a registry for run-time binding to services or at a minimum provide a transition path to use of a run-time registry.

5.2.3 NAS System SWIM Server in Segment 1

The NAS System SWIM Server is a logical component for providing the Service Interface function.  The NAS System SWIM Server allows a NAS System to both produce and consume services.

In this architecture, the NAS System SWIM Server provides a platform (hardware and operating system) that hosts software components that allow a NAS System to connect to SWIM and provide and consume SWIM services.  These software components include NAS ATM Service Endpoint software, Service Container software, Security software, Management Agent, and Messaging software.  All of these components are described in detail in the following subsections.

There are multiple design options for implementing the NAS System SWIM Server component.  The diagrams in this document show the NAS System SWIM Server as a separate hardware platform.  This approach may be selected by a SIP in order to provide isolation as needed to meet security, performance, or criticality requirements.  However, the NAS System SWIM Server may also be implemented on a shared hardware platform with other components of the NAS System.  Depending on its design, a NAS System SWIM Server can accommodate a single NAS system, multiple NAS systems of the same type, or even different types of NAS systems.  Further, the NAS system components connected to a single NAS System SWIM Server may be collocated at the NAS System SWIM Server location or located at a remote facility.  This architecture document is not intended to select or preclude different design options for the NAS System SWIM Server.  These design choices are expected to be made by the SIP, which will be responsible for providing, operating, and maintaining the NAS System SWIM Server, as discussed in Section 6.

We should note that a NAS System that only needs to consume services can, in principle, have a much simpler system adapter that does not include some of the software components described here.  For example, NAS System components can, in principle, directly consume services without going through a NAS System SWIM Server.  This may provide a simple and low-cost solution that may be considered for some consumer applications.  However, such a solution may have limitations such as precluding participation in enterprise service management.  The architecture allows such solutions; however tradeoff studies and analysis will need to be performed to determine their desirability.

In SWIM Segment 1, the SWIM ESB is a logical, not a physical, construct.  The NAS System SWIM Servers will provide all of the functions that comprise SWIM core services, including Messaging.  As discussed in Section 6, in SWIM Segment 1, it is proposed that the NAS System SWIM Server hardware be provided by the SIPs.  The SWIM Program Office plans to provide standardized software in order to implement the SWIM core services in a consistent manner
.
5.2.3.1 NAS ATM Service Endpoint Software

This is software that provides an interface to the resources of the NAS system.  This software may make computation or data resources from the NAS system available as services to other systems.  For example, consider a NAS system that makes flight data available.  For such a system, the NAS ATM Service Endpoint Software might access NAS System APIs to obtain the flight data, and then, using the service container and other supporting software components, make this flight data available to other systems as a SWIM service.

The NAS ATM Service Endpoint software may also invoke the services of other systems and make the results available to internal components of the NAS system.

5.2.3.2 Service Container

The Service Container [11] software runs on the NAS System SWIM Server and provides an environment in which the NAS ATM Service Endpoint software can operate.  The Service Container allows the NAS ATM Service Endpoint software components to receive and respond to requests for NAS Mission services.  This serves the purpose of decoupling NAS Mission applications from the core functions such as messaging, security and service management.  

The service container will support different styles of service, including one-time information pull, subscription to services to be provided on a continuous basis, or requests for event notifications. 

The SWIM Service Container will support a range of technologies, including J2EE, and .NET.  It will allow the use of different programming languages including, but not limited to, Java.  
The SWIM Service Container will work with the other components shown on Figure 3-6, i.e.  Security software, Management Agent software, and Messaging software.  These components are described in the following sections.

The Service Container provides the following capabilities:

· Policy Enforcement Point

· Standards Based Portability
· Decoupling NAS Mission Functionality and IT Functionality
· Service Virtualization (Implementation) 

These service container capabilities are described below.

5.2.3.2.1 Policy Enforcement Point

The service container, utilizing functionality of the security software component in the NAS System SWIM Server (described below) acts as a policy enforcement point (PEP) for all types of policy throughout the enterprise
.  Policy in this context covers enforcement of transport QoS, transport selection, endpoint selection and binding, infrastructure routing, content based routing, monitoring, fault handling, and SLA auditing.  
5.2.3.2.2 Standards Based Portability

In order to maximize the freedom of system architects in meeting operational constraints, Core Service functionality must be able to be deployed pervasively throughout the enterprise on heterogeneous enterprise platforms.  The Service Container approach emphasizes portability to heterogeneous environments with a small resource footprint in order to provide the greatest number of options to system architects.  

5.2.3.2.3 Decoupling NAS Mission Functionality and IT Functionality
The service container seeks to decouple supporting enterprise IT technologies such as security, messaging, directory services, and system management as well as newer SOA oriented registry from each other.  The service container also decouples NAS ATM Mission logic from the underlying IT software.

5.2.3.2.4 Service Virtualization

Service Container provides the following service virtualization capabilities in the sense it decouples a service consumer from its service provider by hiding the provider's identity, service interface, and invocation mechanism. It enables complete service location transparency.
Service Virtualization includes:

· Multiple Binding Support

· Transport Mediation

· Data Format Mediation (Transformation)

· Invocation Mediation – transform various forms of invocation (push/pull, synchronous/asynchronous)

5.2.3.3 Security Software

This includes policy-driven software that works within the SWIM Service Container environment to create an Identity and Access Management Policy Enforcement Point (IAM PEP).  
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The security software that resides in the NAS System SWIM Server also includes suite of standards-based software as needed to enables the SIP to participate in the SWIM security architecture.  This may include functions such as encryption, digital signatures, schema validation, message filtering, and message integrity checking.

5.2.3.4 Messaging Software
The Messaging Software component allows a given SIP end system to participate in message exchanges with other end systems.   
Messaging Software in the NAS System SWIM Server includes the following categories of software:

· SOAP Engine

· Message Oriented Middleware (MOM) Client Software 

· Open Standards-Based End-System Messaging Software 
The subsections below describe these categories of messaging software, together with some discussion of how and when these categories of messaging software are expected to be used in SWIM Segment 1.  The specific combinations of messaging client software and infrastructure to be used in SWIM Segment 1 still need to be selected as the SWIM program moves into the design and physical architecture definition stages
.  This selection should determine the best solution for SWIM Segment 1 and long term.  
5.2.3.4.1 SOAP Engine

This consists of software that knows how to receive, process, and generate SOAP headers over a variety of lower layer transports.  We also usually group with the SOAP engine any software that implements underlying open end-system-based protocols such as HTTP or FTP.  As discussed earlier, SOAP is a key messaging mechanism in SWIM and as such a SOAP engine is an important piece of the Messaging Software component.  A SOAP engine (e.g. AXIS), abstracts SOAP message handling for both consumers and producers.  

For consumers it performs the following:

-
Encodes as SOAP message (to provider)

-
Parses messages (response from provider)

-
Generates result values (from response of provider)

For service providers the SOAP engine performs the following:

-
Parses messages (request from consumer)

-
Generates method invocation (provider side)

-
Encodes as SOAP message (to consumer)

5.2.3.4.2 MOM Client Software

This consists of client software for interacting with the messaging middleware running on the messaging servers which form a messaging backbone.  A MOM client uses a messaging API (e.g. JMS) to interface with the Messaging Server.   Clients used for participating in a reliable message exchange as well as publish/subscribe (to subscribe) are part of the Messaging Software component.   These are usually part of the messaging middleware client (e.g. MQ).  (See the discussion of Optional Messaging Infrastructure in Section 5.2.4 below for more description of how MOM client software might be used in SWIM Segment 1.)

5.2.3.4.3 Open Standards-Based End-System Messaging Software

Web-service standards for message exchange patterns such as reliable messaging and publish/subscribe messaging (e.g. WS-ReliableMessaging and WS-Notification) may be implemented in software packages that operate in the end systems.  In our case, this consists of software that runs in the NAS System SWIM Server.  These software packages may make use of underlying messaging infrastructure capabilities, or they may operate directly over end-system protocols such as SOAP/HTTP.

5.2.3.5 Management Agent

The management agent software communicates with an ESM management platform to allow the monitoring and control of the service container environment and the services provided by the NAS ATM Service Endpoint software.  The agent software in each NAS System SWIM Server is likely to contain some components which are specific to the service container, and some components which are specific to the designated ESM management platform.  (The designated ESM management platform consists of a Consolidated SWIM ESM Platform in the long term and the respective SIP ESM platform in Segment 1).  As discussed above, in the section on technical standards for ESM, the web standards are immature and SWIM Segment 1 must rely on what is supported in commercial products.  If the service container software runs on a Java Virtual Machine (JVM), then it can be managed by using agents for a JVM.

5.2.4 Optional Messaging Infrastructure (SIP Provided)

This component represents messaging infrastructure (message brokers, message-oriented middleware servers, bridges) that may be provided by SIPs in Segment 1.

For SWIM Segment 1, messaging infrastructure consists of a federated set of message brokers deployed amongst SWIM Segment 1 SIPs.  These components implement a set of Messaging Service interfaces, including support for the Java Messaging Service (JMS) API. Using these interfaces, SWIM Segment 1 providers and consumers can connect to local message brokers to publish, subscribe, and receive enterprise messages with or without guaranteed messaging.
It should be noted that WS-Notification (for publish/subscribe) and WS-Reliable Messaging (for guaranteed message delivery) are standards that are important but still maturing and are not recommended for use in SWIM Segment 1
.  However, these web services standards could be used in future SWIM segments (beyond Segment 1) based on maturity and need at the time.

Providing a consolidated enterprise messaging backbone for the NAS is a long term technological goal for SWIM as discussed in Section 5.3.4.1.  

An overview of possible configurations of how end systems configured with different kinds of messaging client software can access the messaging infrastructure is shown in Figure 5-5.  For example, in cases where message reliability is not critical, a remote end system without a local message server (one accessed via a WAN) could use a SOAP engine (HTTP transport) to interact with other end systems.   On the other hand if message reliability is important an end system could use SOAP engine (HTTP transport) with some open standards based reliable messaging end-system software such as WS-Reliable Messaging to interact with other end systems via the messaging infrastructure.  For end systems that have a local message server and are located on a LAN within a given organization, MOM client software such as one that is JMS based could be used along with SOAP messaging.  Furthermore traditional messaging solutions that do not use SOAP and are purely MOM based exist and have been used for a long time.  Note that there could be various scenarios and combinations for end system messaging software.  The ones described here and shown in Figure 5-5 are just some examples.
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Figure 5‑5.  Possibilities for Interaction between Messaging Software and Messaging Infrastructure Components

5.2.5 NAS Consolidated External Access Policy Enforcement – Segment 1

In order to preserve the principle of NAS boundary protection and separation, a specific set of access points will be used for network and application layer access to and from NAS external entities
.  The NAS external access consolidated components include the following items:

· IT infrastructure layer security controls

· Consolidated PEP/PDP
5.2.5.1 IT infrastructure layer security controls – Segment 1
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It is anticipated that the network infrastructure protections from external entities will be provided by FAA FTI service in SWIM segment 1 although this has not yet been finalized.
Issue: Use of FTI services to support the SWIM boundary protection in Segment 1 has not yet been finalized.
5.2.5.2 Consolidated PEP (Boundary) – Segment 1

The SWIM Security architecture adds to the NAS Boundary Protection System by adding embedded application-layer (OSI layer 7) security in the NAS information systems and at selected Policy Enforcement Points (PEPs).  Allocation of appropriate security controls to the Boundary Protection function will be a result of a properly conducted risk analysis. ||||||||||||||| |||||||||||||||||||||| |||||||||| |||||||||||||||||||||||||||| ||||| ||||||||||||||||||||||||||||||| |||||||||||||||||||||||| ||||||||||||| |||||| |||||||||| ||||||||| ||||||||| |||| |||||||||||||||||||| ||||| ||||||||||| |||||||||||||||| |||||||||||||||| |||| |||||| |||||||| |||||||||||||| |||||||||||||||||| |||||||||||||||||||||||||||| |||| ||||||||||| ||||||||||||| ||||| |||||||||||||||||||||||| ||||||||||||||||||||| ||||| |||||| ||||||||||||||| 
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It is anticipated that in Segment 1 the SIPs will implement boundary PEP components within a DMZ-like environment provided by FTI gateway services.  Further work remains to define this solution, as the SWIM program moves into the design and physical architecture definition stages.

5.2.6 SWIM Registry – Segment 1

In Segment 1, the SWIM Program will deploy a SWIM Registry.  This registry is intended for design-time use, and is not connected to the operational NAS, so it is not shown on the figures in this document.  Access to the SWIM registry is expected to be provided on the FAA Intranet.  Remote access to entities that are not on the FAA Intranet (for example contractors) can be provided access to the registry across the Internet, with the appropriate security controls. 

5.2.7 Segment 1 NAS System SWIM Server Software – Standardization vs. Standards-Based

Standardized software refers to software components that are used by all the SIPs.  With standardized software, interoperability is achieved through use of the same software package across different SIPS.  Standards-based software refers to software components that conform to SWIM standards, but the actual software packages may be selected by individual SIPs.  With standards-based software, interoperability is achieved through conformance to common standards.

Interoperability with external non-NAS systems, in SWIM Segment 1 and beyond, will be achieved through use of standards-based software, not by expecting external organizations to select and deploy the same standardized software components as the NAS. 

In SWIM Segment 1, the Service Container will be standardized software – all SIPs are expected to use the same Service Container software package, to be acquired by the SWIM Program.

Other software components may also be defined as standardized software in SWIM Segment 1.  These other software components are not expected to be acquired by the SWIM program for the SIPs; rather the SWIM Program may provide a list of standardized software components that the SIPs will acquire as needed.  

Issue: The definition of which software components will be standardized has not yet been defined at the time of this writing.

5.3 SWIM Architecture Components – Long Term
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Figure 5‑6.  SWIM Component Architecture (Long Term)

An overview of the components of the long-term architecture is provided in Figure 5-6.  The components in Figure 5-6 are described in terms of the following areas:

· NAS System

· NAS System SWIM Server
· SWIM Consolidated Components (for NAS Internal Access)

· Consolidated SWIM ESM Platforms 

· Non-NAS Systems
· External (Non-NAS) WAN
· SWIM Consolidated Components (for NAS External Access)

5.3.1 Significant Differences from Short-Term Architecture

The most significant difference between the Segment 1 architecture and the projected long-term architecture is that in the long term we expect to add consolidated components (for NAS internal use) and a consolidated ESM Platform (see Figure 3-13).  We also expect to add run-time registry for NAS external access.

The following sections describe these components, with a focus on the difference from the Segment 1 components.

5.3.2 NAS System

The NAS System component in the long term plays the same role as in the Segment 1 architecture.  In the long term it may be possible to supplement, or replace, some of the SIP-provided components within the NAS System (Management Platform, Security Infrastructure, Registry) with consolidated components provided as NAS enterprise resources (described below).

5.3.3 NAS System SWIM Server

The NAS System SWIM Server component in the long term plays the same role as in the Segment 1 architecture.  However, in the long term the NAS System SWIM Server may connect to, and make use of, consolidated components (security infrastructure, management platform, and run-time registry) in place of SIP-provided components.

5.3.4 SWIM Consolidated Components (for NAS Internal Access)

These architecture components comprise infrastructure and functionality that are provided as an enterprise resource to support systems and programs across the NAS
.  These components are described in the following subsections.

5.3.4.1 Messaging Infrastructure Components

In the long term, consolidated messaging infrastructure components are incorporated in message servers (which include middleware that implement message routers, subscription and topic managers for publish/subscribe, message assurance and, in some cases, elements used for message transformation).  These message servers form the backbone of the messaging infrastructure and are interconnected over LANs and WANs.  As in SWIM Segment 1 message bridges can be used to bridge between different types of message brokers (e.g. bridging between IBM MQ and Oracle AQ) used by the SIPs.  Figure 5-5, in subsection 5.2.4, provides a high level depiction of messaging infrastructure components that form the messaging infrastructure along with some end system messaging software combinations.
Content based routers route messages based on their content (e.g. field value) as opposed to end-point addresses.  Some MOMs (e.g. IBM MQ) support this feature. Furthermore, content transformation and augmentation is done within the messaging infrastructure mediation facilities enabling the transformation of messages in transit so that a consumer can get the information it needs in its preferred format.  
5.3.4.2 Security Infrastructure

The security infrastructure contains consolidated software and hardware that supports the implementation of the SWIM security services that support cross-NAS information sharing according to each NAS programs security policies.  
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5.3.4.3 Intermediary Policy Enforcement
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5.3.4.4 Registry/Repository (Internal)

In the future to meet SOA goals for the NAS, it is envisioned that NAS will share registry/repository functions in a consolidated fashion.  This will enable wider access to NAS systems and promote sharing of application services.

Design-Time   Not shown in the figures in this document, SWIM Registry Servers will be deployed on non operational networks (e.g. the FAA Intranet) to provide the design-time portions of the SWIM Interface Management functional component.  
Run-Time   SWIM Registry Servers consist of server hardware and software deployed in the operational NAS to provide registry functionality that provides dynamic lookup of SWIM service locations and protocol bindings.  These servers provide the run-time portions of the SWIM Interface Management functional component.  The location(s) are TBD.  
5.3.4.5 Policy-based Management Agents

These are agents that allow any NAS SWIM Consolidated components for NAS Internal systems to be managed.  These agents will report component status to a Consolidated SWIM ESM platform. (Backup platforms may be designated in case of failover.)  Should the ESM platform fail, existing services that do not need the ESM should continue to operate, but with no management oversight.  In such a case, new service users may or may not be allowed as defined by policy.  The agents will report the events and QoS characteristics that were predefined by policy, until the management platform is restored, at which time policy information may be distributed. 

5.3.5 Consolidated SWIM ESM Platforms

The Consolidated SWIM ESM management platforms are centralized components which provide the control layer for managing policy, security, and registry.  Geographically separated backup platforms are usually designated to assume control in case of failover of the primary platform. Should the ESM management function fail, existing services that do not need the ESM will continue to operate but with no management oversight.  New service users may or may not be allowed (depending on policy). The agents will report the events and QoS characteristics that were predefined by policy.
Figure 5-7 shows an example of a possible layout of ESM platforms that may be involved in managing the end-to-end SWIM exposed services.   
Since the Consolidated SWIM ESM Platform has only a part of the view of the whole system, management information related to the SWIM services will have to be exchanged with most of the SIP ESM management platforms and with the wide area FTI network managers.   In case data is not available (or exchanged), it is assumed that current manual and semi-automated procedures as per ATO Technical operations will be used.  
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Figure 5‑7.  Enterprise Service Management Context (Long Term)

5.3.6 Non-NAS Systems

As in Segment 1, these are systems that support the operations of NAS User entities such as airline operational control systems, DoD systems, or even systems used by the general public.
5.3.7 SWIM Consolidated Components (for NAS External Access) – Long Term

In order to preserve the principle of NAS boundary protection and separation, a specific set of access points will be used for network and application layer access to and from NAS external entities.  The NAS external access consolidated components include the following items:

· IT infrastructure layer security controls (not shown in the figure)
· External Registry/Repository

· External Access Policy Enforcement
· Policy-based Management Agents

5.3.7.1 IT infrastructure layer security controls

As in Segment 1, these provide lower layer security controls.

5.3.7.2 Registry/Repository (For External Non-NAS Run-Time Access)

This component makes registry information available to external non-NAS users.  The information in this registry is limited to services that are intended to be accessed by non-NAS users.

5.3.7.3 External Access Policy Enforcement 

This component plays the same role in the long term as in SWIM Segment 1.  In the long-term, these components may be managed from a centralized ESM platform.
5.3.7.4 Policy, Security, Registry Management Agents

These agents allow SWIM Consolidated Components for NAS External Access to be managed by the consolidated ESM platform.  These agents function similarly to the agents described under the SWIM Consolidated Components for NAS Internal Access.

5.4 SWIM Functions Mapped to Segment 1 Components

This section describes how the SWIM architecture components implement the SWIM architecture functions in Segment 1
.  This is provided in Table 5-1.
Table 5‑1.  Mapping SWIM Core Service Functions to Architectural Components

	Core Service
	SWIM Service Functions
	Implementation of Functions in Architectural Components (SWIM Segment 1)
	Implementation of Functions in Architectural Components (Long Term)
	Rationale/Comments

	Interface Management

 

 

 

 
	Service Exposure
	Service Exposure and Service Discovery functions are primarily supported by the SWIM Design-Time Registry.

Metadata in the SWIM Design-Time Registry facilitates interoperability based on common understanding of data syntax and semantics.

In Segment 1, Run-Time service exposure and discovery should be implemented using SIP-implemented run-time registries.  If "Static Binding" is used, SIPs should provide a transition path to allow bindings to be retrieved from a run-time registry in future segments.
	Service exposure and discover functions continue to be primarily supported by the SWIM Design-Time Registry.

In addition, a NAS-wide Run-Time Registry/Repository provides binding information to support service invocation, for use by NAS Systems.

Also, an FAA External Run-Time Registry/Repository provides binding information to support service invocation, for use by External User Systems.
	Implementing SWIM Run-Time registries has been determined to be out of scope for SWIM Segment 1 by the program office.

In Segment 1, SIPs should implement their own Run-Time registry, and use it for dynamic binding when invoking services, rather than "hard coding" static binding locations, in order to preserve flexibility, allow server locations to be changed without "breaking" service consumers, and provide a transition path to use of a NAS run-time registry in the long term.

	
	Service Discovery
	
	
	

	
	Metadata Management
	
	
	

	Messaging

 
	Message Transport
	Message Transport in Segment 1 may be provided by SOAP over HTTP over TCP over IP.  

For NAS internal messaging, it may also be provided by Message Oriented Middleware (MOM) accessed by a standard Java Message Service (JMS) Application Programming Interface (API).
	MOM infrastructure, may transition to being provided as a NAS enterprise resource, eliminating the need for SIP-provided solutions and bridges. 


	SOAP is expected to be used when possible; however REST-style services are allowed where appropriate.

In Segment 1, MOM-based solutions will require SIPs to deploy and interconnect MOM servers. 

MOM-based solutions are not normally used across organizational boundaries, due to lack of cross-boundary security solutions.  

	
	Request/ Response
	The SOAP engine and protocol stack implemented in the SWIM Service Container environment in the NAS System SWIM Server can provide Request/ Response messaging over a variety of underlying transport selectable Service Container policy configuration.
	In the long term, we expect to continue to use open standard protocol stacks implemented in the SWIM Service Container environment in the NAS System SWIM Server.
	A "SOAP Engine" is all that is needed for request/ response message exchange.

	
	Publish/ Subscribe
	Different approaches may be used in Segment 1 based on the needs of a particular service provided by a SIP. The options are:

a) Provide these messaging functions through NAS System SWIM Server software implementing standards such as WS-ReliableMessaging, WS-Notification, and WS-Addressing.

b) Support these functions using inherent capabilities of SIP-provided MOM, accessed via JMS.
	As WS standards for publish/ subscribe and reliable messaging become more mature, we may transition away from using JMS and proprietary MOM solutions to using more open WS standards based solutions, implemented in the NAS System SWIM Servers.
	Mature and robust MOM solutions are known to be available, and are expected to be used by the SIPs in Segment 1 for intra-NAS messaging, especially where performance and efficiency is an important factor. 

Open standards-based end-system messaging software implementing reliable messaging and publish/subscribe messaging are available but may not be considered mature or efficient enough for use for all SIP services in Segment 1.  For services to be made available to external users, straightforward SOAP-based request-response messaging is recommended.

	
	Reliable Messaging


	
	
	

	
	Mediation (Transformation )
	Message transformation can be provided in NAS System SWIM Server software using COTS XSLT-based message translation capabilities.  The Service Container environment will allow XSLT transformations to be configured as needed.
	NAS consolidated infrastructure (e.g. internal ESB platforms) may be added to perform mediation to allow interoperability among different NAS systems.
	

	
	Message Routing
	Message routing may be provided by content-based routing capabilities associated with the SWIM Service Container.  Underlying message routing capabilities of MOM may also be used.
	NAS consolidated messaging infrastructure Components, with client software running in NAS System SWIM Server.


	

	Service Security
	Message Confidentiality
	Controls implemented by the SIPs in the NAS System SWIM Server, supported by SIP-specific security infrastructure, as needed.  
	A continuation of Segment 1, with a transition to use of a consolidated NAS security infrastructure, replacing or augmenting SIP-provided security infrastructure.
	See Section 7 for more description and rationale related to Service Security.

	
	Message Integrity
	
	
	

	
	Transport-level protections
	SIP-provided |||||||| |||||||| ||||||||| |||||||||||||||| protections implemented in SIP-provided MOM infrastructure.

SIP-provided ||||||||||||||||||||
	
	

	
	Identity Management
	||||||||||||||||||||||||||||||||||||||||| ||||||||||||||||||| |||| |||||||||| ||||||||||||||| |||||||||||||| |||||||||||||||| ||||||| |||||||||| ||||||||||||||
|||||||||||||||||||| |||||||||||||||||||||||| |||| ||||||||||||| |||||||||||||||||||||||| |||| ||||||||||||||| ||||||||| ||||||||||||||||||||||||||||| |||| |||||||||| ||||||||||||||| |||||||||||||| |||||||||||||||| |||| |||||||||||||||| ||||||||| |||||||||||||||||||||| |||||||| |||||||||||||||||||||||||| ||||||||||||||||||||||||||| |||||||||||||||||| ||||| ||||||| |||||||||||
||||||||||||||| ||||||||||||||||||||||||| ||||||||||||||||||||||||||| |||| ||||||||||||||||||||||||| |||||||||| |||||||||||||||||||||||| |||||| |||||||||||||||| ||||||||| |||||||||||||| 
	
	

	
	Data Access Management
	Application level controls

SIP-implemented controls, as needed.
	
	

	
	Policy Management
	Management provided at the network layers by FTI service as ordered

Federated management provided by SIPs for messaging management

SWIM repository for design time policy management
	
	

	
	Policy Enforcement
	||||||||||||||||||||||| ||||||||| ||||||||||||||||||||||||||| ||||| ||| ||||||||||||||||||||||| ||||||||| |||| ||||| ||||||||||| ||||||||||||||||| |||| ||| ||||||||||||||||||||||||| |||||||||| ||||||||||||||||||| ||||||||||||||||||||| |||||||||||||| |||||| |||||||||||||||| |||||||||| |||||||||||||
PEP functions implemented with the NAS System SWIM Server per SIP security policy for internal NAS access.
	
	

	
	Monitoring
	SIP-implemented controls, as needed.
	
	

	
	Auditing 
	SIP-implemented controls, as needed.
	
	

	Enterprise Service 
Management

 

 

 

 

 
	Asset Management
	SIP NAS System SWIM Servers are managed by designated SIP system managers.
	Transition to management provided from a SWIM Consolidated ESM Platform using agents in SWIM components, either as a replacement for, or as an augmentation of, management from SIP-specific management platforms.
	End-to-end ESM may be an issue in Segment 1. At a minimum this will be a manual process of coordination in Segment 1.

	
	Configuration Management
	
	
	

	
	Event and Performance Management
	
	
	

	
	Service Desk Support
	Service desk support is provided by individual SIP help desks and ATO Tech Ops. Primarily manual procedures with voice coordination.
	Consolidated service desk support is provided by SWIM. Coordinated with SIP help desks and ATO Tech Ops site help desks.
	

	Other (Non-functional requirements)
	Loose coupling;

Reduced time and complexity for building new applications;

Common shared services for information management
	Supported through use of standardized software (service container), standards-based software, governance, SWIM registry, and following service oriented architecture principles.


6 Segment 1 Physical Architecture

The physical architecture considers how the notional components identified in Section 5 will be implemented, deployed to facilities, and connected via local area network (LAN) and wide area network (WAN) equipment.  The reader should be aware that specifics of the physical architecture have not been determined at the time of this writing, therefore the material in this section is necessarily high-level and somewhat notional.  More detailed physical architecture definition will be provided in future SWIM documentation.
6.1 Simplified View of SWIM Physical Architecture

Figure 6-1 provides a simplified view of how SWIM components are deployed to NAS facilities.

In the Segment 1 architecture
, each SIP will design, implement, and deploy NAS System SWIM Servers to provide the interface between the systems that are the responsibility of that program and the other systems participating in SWIM Segment 1.  The NAS System SWIM Server hardware will host NAS ATM Service Endpoint software, which is the responsibility of the SIP, as well as standardized and standards-based software providing Core Services functionality.  SWIM will provide guidance on standardized software to be used, and in the case of the Service Container, will actually provide the software.  Standards-based software will be selected and acquired by the SIPs, in accordance with SWIM standards
.

In Segment 1, SWIM will deploy only a minimal set of hardware infrastructure consisting of a design-time registry (not on the operational NAS).  

In Segment 1, IT infrastructure and NAS Boundary Protection components are expected to be implemented by other FAA programs such as FTI.
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Figure 6‑1.  Simplified View of SWIM Architecture Mapped to NAS Facilities

NAS System SWIM Servers are expected to be deployed at major facilities containing NAS application systems participating in SWIM.  These facilities include ARTCCs, Terminal Radar Control Centers (TRACONs) and major towers, Air Traffic Control System Command Center (ATCSCC), Volpe National Transportation System Center (VNTSC) and William J. Hughes Technical Center (WJHTC).  As shown in Figure 6-1, NAS System SWIM Servers may also provide the SWIM Interface function for NAS system elements that are not physically located in the same facility.  For example, it may be possible to deploy a NAS System SWIM Server in a TRACON that provides the SWIM interface on behalf of systems in the TRACON as well as systems in nearby Air Traffic Control Towers (ATCTs).
The types, locations and numbers of the NAS System SWIM Servers is a design decision, to be made later based on factors such as performance, availability, hardware and software licensing costs, and programmatic advantages and constraints in implementation. 
6.2 SWIM IP Network Connectivity

WAN connectivity:  The NAS System SWIM Servers in the various FAA facilities will all be interconnected on a shared IP network, provided by FTI, which we will refer to as the SWIM IP Network.  In SWIM Segment 1, all NAS System SWIM Servers will be connected to FTI using Basic Data (BD)-1 Open network services.  In this way, any SWIM system component may connect to any other SWIM system component. 
SWIM support components such as the Registry (run-time component) and Boundary Protection system will also connect to the SWIM IP Network.  IT Infrastructure components such as DNS servers (see below under Naming and Addressing) must also be reachable by SWIM components over the SWIM IP Network.

If SWIM components are deployed to support remote NAS system components (e.g. a TRACON-located NAS System SWIM Server is used to provide the SWIM interface for NAS systems located in towers) then FTI may also be used to provide connectivity (IP or otherwise) to support the system-specific interface between the NAS system and the NAS System SWIM Server.  This connectivity is logically separate from the SWIM IP Network, though it may in fact be carried by the same FTI IP infrastructure.
SWIM is not expected to have access to any dynamic QOS from the network level.  Adequate FTI network provisioning and network architecture planning will be required to ensure FTI can support SWIM COI needs.

LAN connectivity:  In addition to the WAN connectivity that will be provided by FTI, any necessary LAN connectivity must also be provided within the NAS facilities.  Physically, this will include any cabling and switches between the FTI Service Delivery Point (SDP) and the NAS System SWIM Servers in the facility.  LAN cabling and switching will be utilized within NAS facilities containing SWIM elements for this purpose in SWIM Segment 1.  If there are multiple system elements in a given FAA facility in SWIM Segment 1, they will all be connected via common LAN components (cabling, switches, etc.) to a single FTI SWIM IP Network SDP.  This will be the responsibility of the SIP in Segment 1.
Network Separation||  |||||||| ||||||||||||||||||| |||||||||| ||||||||||||||| ||||| ||||||||||||||| |||||||||||||||||||| |||||||||||||| |||||||||||||||| |||||||||||| ||||||||| ||||| |||||||||||||||| |||| |||||||||||||||||||||||| ||||||||| |||||| |||||||||| ||||||||||| |||||||||||||| ||||||||| |||| |||||||||||||||| |||||| |||||||||||||| ||||| |||||||||||||||||| |||||||||| ||||||||| ||||||||||||||||||||||||||  |||||||| |||||||||||| |||||||||||||| ||||||| ||||| ||||||||| |||| ||||||||||||||| |||||||||||||||| ||||||| |||||||||||||||||||||||||| |||| |||||||||||||| |||||||||| ||||||||||| ||||||||| |||| ||||||||||||||| ||||||||| |||||||||||||||||||||| |||||||||||| |||||||||||||||| |||||||||| |||||||| |||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||||  |||||||||||| ||||||||| |||||||| ||||| ||||||||| ||||| ||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||| |||| |||||||||| ||||||||||||||| |||| ||| |||||||||||| ||||||||||||| ||||| ||||||||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||||  |||||||||||||||||||| |||||| |||||||||||||| ||||||||| |||||||| ||| |||||||||| |||||| ||||||||||||||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||| |||| ||| |||||||||||| |||||||||||||||| |||||||| ||| |||||||||||||||||| |||||||| ||||||||| |||| ||||||||| |||| |||||||||||||||| ||||||||||| |||||||||||||| |||| ||| |||||||||||||||||| ||||||||| |||||| |||||| |||||||||||||| ||||| ||||||||||||||||||| ||||||||| |||||||| |||||||||||| ||||||||||||| ||||||||||||||| |||||||| |||||||| ||||| |||||||||||||| |||| |||||||||| ||||||||||||||||| ||||||||||||| |||||||||| |||||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||| |||| ||||||||||||||| ||||||||||||| |||||| |||||||||||||||||| |||||||||||||| ||||||||||| ||||||||||||| |||||| ||||||||||||||||  ||||| |||||||| |||||||||| ||| ||||||||||||||||||||||| |||| ||||| |||||||||||||||||||| ||||| ||| ||||||||||| ||||| ||| |||||||||||||||| |||||||||||||||||| |||||| |||||||||||||| ||||||||||| ||||||||| |||||||| ||||||||||||||| |||||||||||||||| |||||||||||||||||||||||||| |||| ||||||||||||||| ||||||||||||||||| |||||||||| ||||||||||||||||||||||||| ||||||||||||||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||| ||||||||||||| |||||| ||||||||||| ||||||||||||||||
6.3 Incident Detection and Response

Incident Detection and Response capability may be provided in SWIM Segment 1 ||||| |||||||||||||||||||| |||||||||||||||||| |||||||||||||||||| |||||||||||||||||||| |||||||||||||||| ||||||||||||||| ||||| |||||| |||||||||||||| ||||||||||| ||||||||||||||||||||| ||||| ||||||||||||||||||||||| |||||||||||||||||| |||||||||||||||||||| |||||||||||||||| ||||||||||||||| ||||| |||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||| |||||||| ||||| |||||||| |||||||||||||||||||||||||||||||||| |||||||||||||||||||||  |||||||||| |||||||||| ||||||||||| ||||||||||||||| ||||||||| ||||| ||||||| |||| |||||| ||||||||||||| ||||||||||||||||||||||||||||||| |||||||||||||||||||||||||| |||||||||||||| |||||||||||||||||||  |||||||||||| ||||||| ||||||||| |||||||||| |||||||||| ||||||||||||||| |||||||||||||| ||||||||||||||| |||||||| ||||||||||| ||||||||||||||||||||| |||||||||||||||||||||||||||| |||||||||||||| |||||||||||||||||||| |||||||| |||||||||||||||| |||||||||||||||| ||||||||||||| |||||||||| |||||| ||||||||||| |||||||| |||||||||||| |||||||||||||||||||||||| ||||||||| |||||||| ||||| |||||||| |||| |||||| ||||||||||| ||||||||||||||||
6.4 DNS Servers

To provide the Naming and Addressing function, Domain Name System (DNS) servers will be deployed and connected to the SWIM IP network.  Strawman DNS architecture is shown in Figure 6-2.  It is not necessary for SWIM to have a dedicated DNS function separate from other NAS DNS functions.  It may be most practical to have SWIM DNS work within a hierarchy of DNS servers that are servicing many needs throughout the enterprise.

This strawman DNS architecture has the following characteristics:

· DNS Server at each ARTCC and Center Radar Approach Control (CERAP)

· High reliability servers

· Additional servers for smaller facilities/specific systems optional

· Hosts configured with one primary and 2 backup servers

· NAS DNS centrally administered at one “Master” site

· Distributed to every ARTCC (DNS “zone xfers”)  

Also, not shown, systems to support the administration and management of IP addressing in the NAS must be provided.  (These latter systems need not necessarily be on the NAS operational network.)
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Figure 6‑2.  Strawman DNS Server Architecture

6.5 Certificate and Key Management

These components provide key management functions to support higher layer SWIM service security functions.  In SWIM Segment 1, these are the responsibility of the SIPs.  ||||||||||||||||| |||||||| |||||||||||||||||| |||||||||||||||| |||||| |||||||||| |||||| ||| |||||||||||||||||||||||| |||||||||||||| ||||| |||||||||||||||||||| ||||||||||||||||||||| |||||||||||||| ||||||||||||| |||||| |||||||||| ||||||| |||| ||||||||||||||||||||||| |||| ||||| |||||||||||||| |||||||| ||||||||||||| ||||||||||||||||||||||||||| |||||||| |||||||||||||||||||||||| ||||||||| |||||||||||||||| |||||||||||||||| |||||||||||||||||||| |||||||| |||||||||||||||||||||||||| ||||||||||||||||||
6.6 Enterprise Service Management Components

ESM components are mainly managed objects, information about where they are defined, how they can be accessed, and the parameters that can be monitored and/or managed.  ESM management consoles are used to monitor, analyze, and control the managed objects.

In SWIM Segment 1, no SWIM-owned management platform(s) or consoles are being proposed.  Thus the ESM management responsibility is allocated to the SIPs and their management systems/personnel.  However, this makes it difficult to have a complete view of the SWIM services, i.e., the providing SIP has a view of its status, the subscriber has a view of its status; the intervening FTI network is managed elsewhere thus not providing an integrated view of the whole.  This means that these management systems/personnel have to cooperate to get a view of the end-to-end service, for fault isolation and in supporting help desks.  

In future segments, it is assumed that SWIM will deploy a centralized management platform for monitoring end to end services.  Local monitoring by SIP management platforms is also expected to continue.  

7 SWIM Security Architecture

Section 7 is contained in a separate document, considered Sensitive Security Information.
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Appendix A     Quality of Service (QoS) for Web Services

Quality of Service (QoS) is a collection of service quality properties associated with web services but also applied to non-web services.  The SWIM study on QoS (see QoS Terminology Background Materials by Carol Uri, April 2007 SETA-II/CSSI) provides details of the alternative definitions of application QoS (as well as IP network QoS).  Here we have excerpted the most commonly accepted ideas on application QoS from the above SWIM document.  The reader should also be aware that QoS for SOA and Web Services is different and usually not dependent on the QoS that is normally associated with IP networks. 
A.1 Quality of Service associated with a Web service (IBM Definitions)

The QoS associated with a Web service may be broken up into two components:  the QoS of the service provider agent, and the QoS of the message delivery system.  From the user perspective, these two QoS appear as a single guarantee about the quality of the service provided.  The following are definitions of the components of QoS as provided by IBM. [http://www-128.ibm.com/developerworks/library/ws-quality.html]

Availability: Availability is the quality aspect of whether the Web service is present or ready for immediate use. Availability represents the probability that a service is available. Larger values represent that the service is always ready for use while smaller values indicate unpredictability of whether the service will be available at a particular time.  Also associated with availability is time-to-repair (TTR). TTR represents the time it takes to repair a service that has failed.  Ideally, smaller values of TTR are desirable. 
Accessibility: Accessibility is the quality aspect of a service that represents the degree it is capable of serving a Web service request. It may be expressed as a probability measure denoting the success rate or chance of a successful service instantiation at a point in time. There could be situations when a Web service is available but not accessible. High accessibility of Web services can be achieved by building highly scalable systems. Scalability refers to the ability to consistently serve the requests despite variations in the volume of requests. 
Integrity: Integrity is the quality aspect of how the Web service maintains the correctness of the interaction with respect to the source. Proper execution of Web service transactions will provide the correctness of interaction. A transaction refers to a sequence of activities to be treated as a single unit of work. All the activities have to be completed to make the transaction successful. When a transaction does not complete, all the changes made are rolled back. 

Performance: Performance is the quality aspect of Web service, which is measured in terms of throughput and latency. Higher throughput and lower latency values represent good performance of a Web service. Throughput represents the number of Web service requests served at a given time period. Latency is the round-trip time between sending a request and receiving the response. 
Reliability: Reliability is the quality aspect of a Web service that represents the degree of being capable of maintaining the service and service quality. The number of failures per month or year represents a measure of reliability of a Web service. In another sense, reliability refers to the assured and ordered delivery for messages being sent and received by service requestors and service providers. 
Regulatory: Regulatory is the quality aspect of the Web service in conformance with the rules, the law, compliance with standards, and the established service level agreement. Web services use a lot of standards such as SOAP, UDDI, and WSDL. Strict adherence to correct versions of standards (for example, SOAP version 1.2) by service providers is necessary for proper invocation of Web services by service requestors. 
Security: Security is the quality aspect of the Web service of providing confidentiality and non-repudiation by authenticating the parties involved, encrypting messages, and providing access control. Security has added importance because Web service invocation occurs over the public Internet. The service provider can have different approaches and levels of providing security depending on the service requestor.
A.2.  Excerpts from A Model for Web Services Discovery with QoS

SHUPING RAN, CSIRO Mathematical and Information Sciences, © ACM 2003

http://www.acm.org/sigs/sigecom/exchanges/volume_4_(03)/4.1-Ran.pdf 

There are many aspects of QoS important to Web services. To facilitate the description, the categories are grouped into different types, i.e., QoS related to runtime, transaction support, configuration management, and cost and security.  A number of these are also applicable to non-web services.

Runtime-Related QoS

Scalability.

Capacity 

Performance

Response time 

Latency 

Throughput 

Reliability 

Availability 

Robustness/Flexibility 

Exception handling 

Accuracy 

Transaction Support-Related QoS

Integrity –

Atomicity (executes entirely or not at all)

Consistency (maintains the integrity of the data), 

Isolation (individual transactions run as if no other transactions are present), and Durability (the results are persistent).

Configuration Management- and Cost-Related QoS

Regulatory

Supported Standard 

Stability/change cycle 

Guaranteed messaging requirements 

Cost 

Completeness 

Security-Related QoS

Authentication 

Authorization 

Confidentiality 

Accountability 

Traceability and Auditability 

Data encryption 

Non-Repudiation 

A.3 QoS of SWIM Core Services

We want to develop a minimal set of parameters to characterize QoS of each core service. In selecting parameters, one should consider their practicality. The notion is to choose a smaller set instead of a larger one to avoid waste of system resources. We will consider parameters that fall into both of the following categories: (A) one can derive the parameter value from transport network QoS or SWIM measurements, and (B) the application would utilize the parameter to quantify its performance, or the parameter is relevant to SWIM management.

The following table lists some key parameters tailored to a particular core service. It is used to illustrate the application of the two criteria to select relevant parameters. A more complete set should come from the service definition process.
Table A-1.  Key Parameters associated with a Core Service

	Core Services
	Availability
	Integrity
	Performance

	Interface Registry


	Availability
	Registration blocking rate and error rate
	Response time, number of simultaneous sessions 

	Directory and Naming


	Availability, time to redirect, time to recover 
	Query block rate, query loss rate,

incompletion rate 
	Query Response time, number of queries/sec, hit rate 

	Broker


	Availability, backup switch over time  
	Request loss rate, false missing rate, error result return rate
	Response time, max delay

	Security


	Time to isolate, time to restore from security failures
	
	Failure detection time

	Infrastructure management


	Maintenance frequency, duration of planned outages, system reboot time   
	Provisioning error rate
	Mean time to repair, provisioning time


Appendix B
Policy in the SOA Context

"Policy" can be defined from two perspectives:

•
A definite goal, course or method of action to guide and determine present and future decisions.  "Policies" are implemented and executed within a particular context (such as policies defined within a business unit).

•
Policies as a set of rules to administer, manage, and control access to network resources.
Note that these two views are not contradictory since individual rules may be defined in support of business goals.
In the SOA context, a policy is an assertion about a service that describes one or more characteristics that a provider instructs a consumer to follow.  Policy assertions provide information in such areas as transport QoS (including reliable messaging), transport selection, endpoint selection and binding, infrastructure routing, content based routing, monitoring, fault handling, and Service Level Agreement (SLA) auditing.  Because policies are data driven, they can be easily changed to provide control of the enterprise at the service level for either real-time operations, or to add new options to existing services necessary to support re-use or evolution.  Likewise, data driven policies are easily managed across the enterprise because commonality is easily represented in policy templates that can be re-used across service instances.

A Web Services framework known as WS-Policy Framework provides the overall model and corresponding syntax to describe and communicate the policies of a Web Service.  The three specifications included in this framework are:

•
WS-Policy – defines overall model and syntax that can be extended by other specifications

•
WS-PolicyAssertions – defines basic set of assertions for policies

•
WS-PolicyAttachment – defines how to attach policy assertions to WSDL files

The extensible nature of this framework makes it possible to cover the range of policy types discussed above such as reliable messaging and transport selection.

Policies are stored, managed and enforced per governance guidelines.  SWIM policy storage and distribution as well as policy management (including policy distribution) are discussed later.  Centrally managed, highly distributed policy enforcement points (PEP) for both monitoring and control are discussed in Section 7.  Policy servers (for security) are described in Section 5.  The end-system run-time environments may better serve as an enforcement point to protect against outside threats that bypass perimeter protection mechanisms.
SWIM policy agents could be equipped to interpret service traffic, for example by monitoring message exchange patterns (e.g. publish/subscribe).  In addition they may passively collect data to be used to assess policy compliance.  Section 5 goes over policy agents used in SWIM.  

The policy categories that should be handled in SWIM are as follows:

•
Security

•
Performance (performance impact)

•
Exception handling

•
Standards conformance

•
Business policy analysis

•
Availability and robustness (SLA and QoS)

•
Change management

•
Auditing and logging

Acronym List

ACL
Access Control List

AH
Authentication Header

AIM
Aeronautical Information Management
API
Application Program Interface
ARTCC
Air Route Traffic Control Center

AS
Application Server

ATC
Air Traffic Control
ATCSCC
Air Traffic Control System Command Center
ATCT
Air Traffic Control Tower
ATM
Air Traffic Management
ATO
Air Traffic Operations

BD
Basic Data (FTI security level)

CA
Certificate Authority

CBR
Content Based Routing

CERAP
Center Radar Approach Control

CIWS
Corridor Integrated Weather System

COI
Community of Interest
ConOps
Concept of Operations
COTS
Commercial off-the-Shelf

CP
Central Processor

CS
Core Services

CSMC
Cyber Security Management Center

DIME
Direct Internet Message Encapsulation

DMZ
Demilitarized Zone

DNS
Domain Name System (or Service)
EAP
Extensible Authentication Protocol
ebXML
Electronic Business using eXtensible Markup Language
ED11
Extranet Gateway with Enhanced Access Control Lists
EFS
Electronic Flight Strip system

ERAM
En Route Automation Modernization
ERP
Enterprise Resource Planning

ESB
Enterprise Service Bus
ESM
Enterprise Service Management

ESP
Encapsulating Security Payload

ETE
End-to-end

FAA
Federal Aviation Administration

FBWTG
FAA Bulk Weather Telecommunications Gateway

FDIO
Flight Data Input Output

F&FM
Flow and Flight Management
FPR
Final Program Requirements
FTI
FAA Telecommunications Infrastructure

FTP
File Transfer Protocol

GCNSS
Global Communications, Navigation, and Surveillance System

HADDS
Host Automation Data Distribution System

HIDS
Host-based Intrusion Detection Sensor

HTTP
Hypertext and Transfer Protocol
HTTPS
HTTP over SSL
IAM
Identity and Access Management

IETF
Internet Engineering Task Force

IKE
Internet Key Exchange

IP
Internet Protocol

IPCP
Internet Protocol Control Protocol

IPS
Internet Protocol Service

IPsec
Internet Protocol security

ISS
Information System Security

IT
Information Technology

ITWS
Integrated Terminal Weather System

J2EE
Java 2 Platform, Enterprise Edition

JMS
Java Messaging Service

JMX
Java Management eXtension

JVM
Java Virtual Machine
LAN
Local Area Network

LDAP
Lightweight Directory Access Protocol

MAC
Message Authentication Code 
M&C
Monitor and Control

MEP
Message Exchange Pattern

MIME
Multipurpose Internet Mail Extensions
MOM
Message-Oriented Middleware
MOU
Memorandum of Understanding

MQ
Message Queueing 
MTOM
Message Transmission Optimization Mechanism
NACO
National Aeronautical Cartographic Organization

NAS
National Airspace System

NASE
NAS Adaptation Services Environment

NASR
NAS Resources

NBPS
NAS Boundary Protection System

NexGen
Next Generation Air Transportation System

NIDS
Network Intrusion Detection Sensor

NIST
National Institute of Standards and Technology
NSSS
NAS System SWIM Server
OASIS
Organization for the Advancement of Structured Information Standards
O&M
Operations and Maintenance
OSI
Open Systems Interconnection

OWL
A Web Ontology Language
PDC
Pre-Departure Clearance
PDP
Policy Decision Point

PEP
Policy Enforcement Point
PIREP
Pilot Report

PKI
Public Key Infrastructure

POC
Point of Contact
PoX
Plain old XML
PP
Protection Profile

QoS
Quality of Service

RDF
Resource Description Framework

REL
Rights Expression Language

REST
Representational State Transfer
RFC
Requests for Comments

RMI
Remote Method Invocation

RVR
Runway Visual Range

SAFA
Store and Forward Appliance 
SAML
Security Authorization Markup Language

SAMS
SUA Management System

SD
Situation Display

SDP
Service Delivery Point

SEC
Systems Engineering Council 

SIG
Security Incident Group
SIP
SWIM Implementing Program

SLA
Service Level Agreement
SMTP
Simple Mail Transfer Protocol

SOA
Service-Oriented Architecture

SOAP
Simple Object Access Protocol

SNMP
Simple Network Management Protocol 
SSL
Secure Sockets Layer
SUA
Special Use Airspace
SvSD
Service Specification Document
SWIM
System-Wide Information Management

TBD
To Be Determined
TC
Technical Committee

TCO
Total Cost of Ownership
TCP
Transmission Control Protocol

TDDS
Terminal Data Distribution System

TDLS
Terminal Data Link System

TFM-M
Traffic Flow Management – Modernization

TFMS
Traffic Flow Management System

TRACON
Terminal Radar Control Center

TSG
Telecommunications Service Group
TLS
Transport Layer Security
UDDI
Universal Description, Discovery, and Integration

UDP
User Datagram Protocol

URI
Uniform Resource Indicator

URL
Uniform Resource Locator

VNTSC
Volpe National Transportation System Center

VPN
Virtual Private Network

WAN
Wide Area Network

WARP
Weather and Radar Processor

WINS
Weather Information Network Server

WJHTC
William J. Hughes Technical Center

WMSCR
Weather Message Switching Center Replacement

WSDL
Web Services Description Language
WS-I
Web Services Interoperability Organization
WSM
Web Services Management

W3C
World Wide Web Consortium
XACML
eXtensible Access Control Markup Language 

XCBF
XML Common Biometric Format

XKMS
XML Key Management System

XML
eXtensible Markup Language
XOP
XML-binary Optimized Packaging

XPath
XML Path Language

XQuery
XML Query Language

XrML
eXtensible Rights Markup Language
XSD
XML Schema Definition
XSLT
eXtensible Stylesheet Language Transformations































































�   In this paper, a standard is considered mature when multiple commercial vendors have incorporated the standard in their software implementations.


�  A glossary of the technical terms used in SWIM has been prepared separately by the SWIM engineering office and is available on the FAA SWIM KSN site.


�   Throughout this Core Architecture document, the rationale for certain architectural decision choices is provided as comments.  The reader can turn the comments on or off by respectively choosing the “Final Showing Markup” or the “Final” view feature in Microsoft Word.


� Appendix A contains more information on QoS factors in distributed systems.


� Asynchronous messaging is that in which a client sends a message and does not wait for a reply.  Synchronous messaging, on the other hand, involves sending a message and waiting for a reply before proceeding.  The SWIM messaging core services must allow the client software to be designed in either way.


� Not all of these functions will necessarily be supported in SWIM Segment 1.


� While content based routing is a goal for SWIM, whether it will be implemented in SWIM Segment 1 remains to be determined by the Segment 1 requirements elaboration and design processes, as well as an analysis of long-term needs and evolution planning.  





� Reliable messaging is expected to be needed in SWIM Segment 1.


� In general, mediation includes functions such as transport conversion, message exchange pattern conversion (synchronous to asynchronous, push to pull), and message format transformation.  However, only message format transformation is discussed here - other forms of mediation may be added later, as needed.  





� SWIM Segment 1 will have message transformation capability on the Data Layer (Representation, Type, and Structure).





� Appendix A provides some useful definitions of QoS and the specific items that may be interest under these categories.


�  Appendix B has additional discussion on Policy in the SOA context.


�   IBM MQ is also known as IBM Websphere MQ; the shorter designation is used in this document.





�Rationale:  In order to select an appropriate enterprise architecture, it is important to know the requirements which will be placed on the architecture.  Functional requirements for utilization of SWIM core services are being specified in the SWIM Service Specification Document [3].  Potential requirements for the reconstitution of a failed database have also been raised.  In Segment 1, this remains the responsibility of the SIPs; in future segments, a general SWIM capability may be made available.





�Rationale:  In theory, there is nothing in the SWIM Core Architecture that will preclude it from being used to support these needs in future segments.  However, in practice, significant engineering effort may be required to meet the needs of applications with the most stringent requirements, and to verify that these requirements have been met.  In some cases, to meet the most stringent requirements, custom designed interfaces and protocols operating over point-to-point connections may be the only feasible solution.  These situations can be handled on a case-by-case basis as they arise.  In these situations, SWIM might still be able to provide a more limited set of support, for example, limited management, control, and integration of these endpoints to consumers who did not need the high performance or reliability requirements.  Meanwhile, SWIM can be applied to the immediate needs where off-the-shelf technology can be applied with maximum return on investment.


�Rationale:  FAA security policies preclude direct connection of non-NAS systems to NAS systems as per FAA Order 1370.95 [4]; boundary protection allows the necessary information exchanges to occur, while conforming to FAA security policies.  Allocation of appropriate security controls to the Boundary Protection function will be a result of a properly conducted risk analysis. Threats originating from compromised or mis-configured components within the NAS may lead to allocation of those security controls to the end system run-time environments.  Boundary protection is only one component in a defense-in-depth strategy; the use of boundary protection does not obviate the need for end system security and other controls.


�Rationale:  The functional breakdown in Table 3-1, primarily follows the FPR, and is equivalent to the FPR breakdown, but is organized slightly differently, influenced by standard industry descriptions, and the Department of Defense (DoD) Capability Development Document (CDD) for Net-Centric Enterprise Services (NCES) [6].


�Rationale:  NIST 800-95 Guide to Secure Web Services [7] describes the need to secure registries.





�Rationale:  This list of ESM features was chosen after considering the features mentioned in the FPR [3], the recommendations by the architecture team, the features recommended in the NCES_CDD [6] and some other industry sources.  Technical policy is usually a cross-cutting area.  It has been categorized under ESM at this time, since the SWIM COU [5] doesn’t list policy as an explicit item.


�Rationale:  HTTP is listed as a transport protocol because of its traditional role as an application transport mechanism for SOAP.  It is an ideal application transport for interactions that don’t require reliability.  Once WS-Reliable Messaging matures, it is expected that SOAP using WS-Reliable Messages can be transmitted reliably over HTTP.


�Rationale:  JMS defines a common enterprise messaging API that is designed to be easily and efficiently supported by a wide range of enterprise messaging products such as IBM MQ.  JMS in conjunction with a product like IBM MQ (via a Provider) can provide a reliable transport for SOAP.  It can also support the publish/subscribe MEP.  In case WS-Notification and WS-Reliable Messaging are determined to be not suitable for SWIM Segment 1, JMS is a viable alternative until the WS* standards mature.  The Prototyping and proof of concept efforts have determined the viability of SOAP/JMS use as well as pub/sub under JMS in a WS context.


�Rationale:  MQ products can be used as standardized products within SWIM not only because of their support for reliable messaging, but also because of their maturity and wide spread use in enterprises as well as its support for various legacy host systems.  MQ also has the capability to support publish/subscribe messaging as well as reliable messaging.  Oracle AQ is being used internally in the TFMS program.


�Rationale:  SOAP is listed as a messaging standard for SWIM Segment 1 because it is a mature and currently the most widely used protocol for SOA implementations.  In this context, a standard is mature if multiple commercial vendors provide software implementations conforming to this standard. The extent of interoperability will rely on commercial testing labs or on the prototyping done at the FAA or its contractors.





�Rationale:  Prototyping efforts have determined that WS-Notification is not mature enough for use in SWIM Segment 1.  JMS as a proven and mature technology, should be used to implement publish/subscribe in Segment 1, while the evolution of WS-Notification is followed closely for implementation in later SWIM segments.





Rationale:  WS-Eventing is a competing standard.  WS-Notification is a richer standard and is the one expected to be accepted widely.  It has features like topic categorization, notification brokering, and notification metadata which provides more flexibility and enhances scalability.





�Rationale: WS-Attachments may have been superseded by Message Transmission Optimization Mechanism (MTOM).  Consider replacing this in the next version.


�Rationale: WS-Addressing is a mature web services standard that is part of WS-I Basic profile and is consistently used with SOAP and WSDL which are recommended standards for SWIM Segment 1.


�Rationale:   Binary data exchange of various sizes including very large ones is expected to take place in SWIM (e.g. weather data).  MTOM is a W3C standard that is widely accepted and has superseded another binary attachment mechanism known as Direct Internet Message Encapsulation (DIME).  MTOM also leverages existing web services security standards to secure data being transmitted.


�Rationale:  XML is a universally accepted standard way of structuring data that is a key concept that is a basis for how data is represented in web services.  XSD, XSLT, XPath, and XQuery are all standards/tools which were created to facilitate the use of XML and are widely used as well.


�Rationale: Despite some concerns with the complexity of UDDI, it is supported by many COTS products, and is used by many organizations including government agencies such as the DoD.  It is an established standard (also part of WS-I Basic Profile).  The use of a single standard for data registry access and retrieval is important for SWIM to adopt.  Other standards like Electronic Business using XML (ebXML) could be used in conjunction with UDDI.





�Rationale: As part of the WS-I Basic standard and a widely used mechanism to describe services. (e.g. ports and binding information), WSDL is a key enabler of the kind of technology (Web Services and SOA) SWIM is implementing for seamless information exchange.





�Rationale:  The OASIS standards, WS-Reliable Messaging defines the specification for a reliable messaging architecture for Web Services.  It provides a mechanism to guarantee that messages are sent and received.  The OASIS WS-Reliable Exchange Technical Committee (TC) ratified the WS-RM specification in June 2007.


�Rationale: The WS-RM Policy standard is not considered mature enough for use in the SWIM Segment 1 timeframe.





�Rationale : (ToDo) 





�Rationale: Web services manageability is defined as a set of capabilities for discovering the existence, availability, health, performance, and usage, as well as the control and configuration of a Web service within the Web services architecture. This implies that Web services can be managed using Web services technologies. The importance of a standardized management model for Web services and the promise of Web services as a management integration technology should be a future FAA goal.  For Segment 1, true service management is unlikely, and a variety of SIP solutions is to be expected.





�Rationale: The SWIM Program Office has concluded that, in Segment 1, the SWIM program will not deploy a substantial hardware infrastructure, and will not field any SWIM operational personnel.  (This decision was made based on cost, risk, and other factors.)


�Rationale:  Because policies are data driven, they can be easily changed to provide control of the enterprise at the service level for either real-time operations, or to add new options to existing services necessary to support re-use or evolution.  Likewise, data driven policies are easily managed across the enterprise because commonality is easily represented in policy templates that can be re-used across service instances.  Because they are data driven, they can be expressed as XML which is inherently extensible.  As a result the standards evolution process is simpler and evolves faster than procedural API specification.  The task of capturing common semantics is simplified because the domain language consists only of data, not data and procedural code.  Moreover, they can be composed with other standards in a SOAP envelope.


�Rationale:  SOAP messaging should be used in SWIM Segment 1 when possible to maximize interoperability.  Open standards-based end system messaging software (e.g. implementations of WS-ReliableMessaging and WS-Notification) are still maturing, and may be usable in SWIM Segment 1.  Message-Oriented-Middleware (MOM) is mature technology that has determined to be needed in SWIM Segment 1 to satisfy requirements for reliable messaging and publish/subscribe messaging.  





�Rationale: JMS will be used in Segment 1 to support publish/subscribe message exchange pattern (MEP) as well as guaranteed message delivery because of its wide spread use and maturity.  WS-Notification and WS-Reliable messaging could be used in the future, upon maturity, to address the need for publish/subscribe MEP and guaranteed message delivery.


�Rationale:  SWIM Segment 1 systems are connected to the NAS WAN.  FAA Order 1370.95 establishes the policy that the NAS WAN must be isolated from external networks.  The order states: "The FAA has defined the NAS network as a critical infrastructure.  As such, logical and physical separation and controlled access between the two networks (one network for the NAS and the other for all other agency communications), as well as access to external systems and services, are required.  This order requires logical and physical segregation and access control between the NAS and all other networks, systems, and non-NAS users.  The order also requires logical segregation and access control between all the FAA’s other networks and external networks, systems, or non-network member users.  This order further requires that external network access to either network be controlled through approved FAA security gateways called Internet Access Points (IAPs)."





�Rationale:  As the SWIM architecture continues to grow and mature, it is envisioned that consolidated components can be deployed as common, centralized infrastructure.  This approach ensures standardization, better performance, lower total cost of ownership (TCO), and more consistent management of the SWIM infrastructure.  An intermediary PEP may be added in subsequent SWIM segments that will provide a trust layer and policy enforcement, depending on results of security risk analysis.


�Rationale:  This section is not intended to provide a design or requirements for any individual SIP.  Rather, it is intended to promote a deeper common understanding, across all the SIPs, of the overall architecture being used in SWIM Segment 1.  The material in this section should facilitate requirements definition and design efforts, the results of which will be captured in other documents.  Also, the material in this section that identifies the functionality of the Segment 1 standardized software is intended to help guide product selection trade studies.


�Rationale:  Several alternative approaches were considered to deploy the SWIM functional components.  These alternatives differed largely in the acquisition responsibilities that were designated to different programs and organizational structures.  These alternatives were described in the SWIM Strawman Architecture [13].  After consideration of these alternatives and some hybrids, the SWIM Program Office settled on the Segment 1 architecture.  





�Rationale:  Issues related to which organizations deploy and operate which components of the architecture might be considered out of scope for an architecture description.  However, these issues do have important architectural implications, for example they affect which interfaces are considered internal and which are external.  They affect the choices of standards and standardized software.
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