Summary of Findings for 

National Airspace System (NAS) Infrastructure Management (NIM) 

Mission Needs Revalidation

1 Revalidation of Need

This document revalidates the continuing need for the Aviation System Capital Investment Plan (CIP), M-07, NAS Infrastructure Management System (NIMS) Program.  

2 Background

During calendar year 1995, Mission Need Statement (MNS) 145 (originally titled Sustain Remote Maintenance Monitoring System (RMMS)) was revised and expanded to incorporate the new mission needs found in the Airways Facilities (AF) Concept of Operations for the Future.  Later that same year, the mission needs found in MNS-247, Integrated Network Management System (INMS), were also incorporated into MNS-145.

In February 1996, a combined Federal Aviation Administration (FAA) Acquisition Review Committee (ARC)/Department of Transportation Systems Acquisition Review Council (TSARC) was convened to consider Key Decision Point (KDP)-2 for the NIMS program and the revised MNS-145.  The combined ARC/TSARC approved the revised MNS-145, the NIMS Cost-Benefit Analysis (CBA), and the NIMS Alternatives Analysis.  The combined committees selected the Hybrid System Alternative and approved the NIMS program.  The Hybrid System Alternative was an approach whereby NIMS would be designed by development of a new enterprise management capability that would integrate with the existing RMMS and function as one system.  The principle action item from KDP-2 was that a NIMS Acquisition Program Baseline (APB) be produced to establish funding baselines for the program.  The minutes indicated that the fiscal year (FY) funding for CIP 26-01, RMMS and CIP 46-01, Sustain RMMS, were to be combined under the new program M-07, NIMS.

On March 10, 1997, the FAA Joint Resource Board (JRC) approved the APB for NIMS Phase I.  This was the first APB to be approved under the new FAA Acquisition Management System (AMS) and the Integrated Product Development System (IPDS).  The APB established the baselines for NIMS Phase 1 with a facilities and equipment (F&E) funding baseline from FY97 through FY00.  However, due to congressional and FAA budget cuts, of the $100.8M planned for FYs 97-00, only $60.4M was allocated toward those years.  The JRC also established a continuation of funding of $25 million per fiscal year during the period FY01 through FY03 dependent on the Systems Engineering/Operations Analysis Team (SEOAT) revalidation of the CIP baseline.  The JRC further approved the managed evolutionary development (MED) phased approach for NIMS acquisition. 

The March 1997 NIMS Phase 1 APB spanned four fiscal years (FY97 through FY00), and was set to achieve the following three major goals:

· Augmentation and modernization of current remote monitoring and control technology. 

· Achievement of NIMS Phase-1 functional capabilities. 

· Organizational and procedural changes to streamline AF operations and move towards the NIM environment.

To date the NIMS program has completed significant portions of these goals:  

a.) Augmentation and modernization of current remote monitoring and control technology.

· 3,700 additional NAS facilities have been connected to the central processing units of the current RMMS.   

· 5,800 fixed and portable AF specialist personal computers (PCs) were deployed to replace and upgrade obsolete non-Y2K compliant PCs 

· 200 mandatory Environmental Remote Monitoring Subsystem (ERMS) sites were installed, allowing the FAA to meet Federal and State environmental mandates to continuously monitor fuel storage tanks located at remote sites in certain states.

· Maintenance Control Centers (MCC) were upgraded with new and Y2K-compliant workstation equipment.  New decoders were developed and tested to provide remote monitoring of facilities from MCCs. 

· The current remote monitoring and control mainframe computers were also upgraded withY2K-compliant hardware and software.  Application software was improved or replaced with new, more user-friendly and efficient programs aimed at improving specialist logging functions and NAS facility status data exchange.  All legacy software was tested and made compliant with Y2K requirements.

b.) Achievement of NIMS Phase-1 functional capabilities

· A new resource management (RM) function was developed, tested, and installed at the NIMS Premiere Facility (NPF) using PSDI Corporation's Maximo software products.  An agency-wide license was acquired, enabling the FAA to employ Maximo anywhere in the NAS.  

· A vulnerability assessment of the information security of NIMS was completed.  New information security capability was developed and is currently installed at the NPF, and an agency-wide license for the software product was procured.

· A NIMS system architecture and design, and a NIMS System Level Specification was developed and baselined in 1998

· In October 1998, the NIMS Premiere Facility (NPF) was completed at the Air Traffic Control System Command Center (ATCSCC) facility in Herndon, Virginia. 
c.)  Organizational and procedural changes to streamline AF operations and move towards the NIM environment.
· The NIMS Operations Design Team (ODT) defined the organizational hierarchy, relationships and functionality of NIMS system service components, and developed a plan to transition NAS infrastructure operations into the new NIM operations environment.  

· The NIM system service components were identified.

· MCC operations are being standardized with uniform sets of tools and operations procedures (this is scheduled for completion by the end of this calendar year). 

· A portion of the NIMS platform will be integrated into the MCC platform at the NPF.

3 Methodology

Air Traffic System Requirements (ARS) personnel formed a small core team consisting of key project stakeholders from the Office of NAS Operations (AOP), the Communications, Navigation, Surveillance, & Infrastructure Directorate (ARN), and the Plans and Performance Directorate (ARX) to revalidate the mission needs.

Approach

The approach followed to revalidate the mission needs originally defined in MNS #145 included:

a.)  Review of the goals and objectives stated in the original mission needs documentation inclusive of:

· MNS #145 

· FAA Order 6000.30b Policy for Maintenance of the NAS through the Year 2000

· Integrated Program Plan (IPP) for the NAS Infrastructure Management System (NIMS) 2/18/97

· Operational Guidance for NAS Infrastructure Management (4/23/99 draft)

· NIMS Phase 1, Acquisition Program Baseline for National Airspace System (NAS) Infrastructure Management System (NIMS) Phase 1 (FY97 - FY00)

· Operational Requirements Document (ORD) for National Airspace System (NAS) Infrastructure Management System (NIMS), 3/7/97 and revisions

b.)  Review of the global control documentation and congressional literature from program inception in 1994 to date, inclusive of:

· 1998 FAA Strategic Plan

· Air Traffic Services Performance Plan for Fiscal Years 1998 - 2000

· Airway Facilities Concept of Operations for the Future; March 1995 edition and revisions

· Title 49, United States Code, To Authorize Appropriations for the Federal Aviation Administration for Fiscal Years 1999, 2000, 2001, 2002, 2003, and 2004, plus amendments, previous authorization documentation, and General Accounting Office (GAO) reports.
c.)  Review and catalog the needs identified in MNS #145, assess changes in the NAS operational environment that have occurred since the 1995 MNS approval, and quantitatively measure the differences between then and current conditions.  Key indicators of NAS performance were defined and the NAS Analysis and Performance Report System (NAPRS) was used to provide the necessary data.  The results of the analysis are contained in Section 5, Shortfalls.

4 Capabilities

Current Capability 

In FY97, the NAS was comprised of approximately 33,000 NAS operational facilities. Since then, AF maintenance management responsibility has increased to approximately 59,000 workload countable facilities (WCF) and equipment; which includes redundant equipment on stand-by.  Under CIP 26-01, 3,700 facilities were modified to have RMM capability; bringing the total number of facilities with RMM capability to approximately 6,015.  System operations in 1997 were characterized as a distributed environment with priorities established at the local level.  Current operations are fundamentally the same, except for the incorporation of the National Operations Control Center (NOCC).  

Because of the NIMS Phase 1 investments in new organizations and technologies, AF has been able to establish the framework needed to ensure service availability for the increased number of facilities without an increase in personnel.  However, current and future service demand projections still cannot be assured as long as a distributed maintenance management environment exists.  Without centralized service management, statistics indicate that AF will be unable to continue providing the high level of equipment and service availability to which FAA customers are accustomed; refer to discussions in Section 5, Shortfalls.

The number of FAA-maintained facilities, systems, and equipment that comprise the NAS infrastructure is increasing. Additionally, much of the current NAS infrastructure is at least two generations behind current technology and continues to age, requiring increased and more costly maintenance to maintain operational capability.  All this occurs as demands for NAS services are increasing and FAA budgets are further constrained.  Data from the FAA’s Staffing Standards Analysis System (SSAS) estimates that in 2001, over 2,600 additional maintenance personnel will be required over currently programmed levels if no changes are made to the operations and maintenance processes.

Since 1993, total unscheduled outage time has more than doubled.  Overall, system age is one contributor.  As systems become older, preventative and corrective maintenance becomes more frequent as does the likelihood of random component failure. NAPRS data indicates that both the unscheduled outage and the mean time to restore (MTTR) equipment to service are increasing.  Consequently, the workforce is required to maintain more WCFs that are failing more frequently; which can be considered as a contributing factor to the increased MTTR.

The knowledge level of the maintenance workforce has also changed.  Attrition, in addition to  the greater variety, quantity and complexity of equipment have challenged the knowledge of the current workforce.  As a result, specialists have needed to refer more frequently to technical manuals and equipment and facility schematics, thus lengthening the amount of time spent on-site.  

Existing management practices, although effective, can be improved. The efficiency and effectiveness with which the NAS is managed is dependent upon the granularity with which it's performance can be measured.  The current environment does not provide the necessary information or the necessary granularity to improve the effectiveness of AF operations even with the recent RMMS expansions and infrastructure enhancements noted above.  

RMMS focuses on individual hardware components and lacks the ability to prioritize corrective actions based on service restoration priorities.  As a result, repairs and preventive maintenance actions may not necessarily be prioritized with an organized approach to bringing systems back “on line” consistent with their relative priority within the NAS.  

Recent infrastructure enhancements provide the framework to all national level management of maintenance activity but lack the application software and databases to perform maintenance management functions at that level.  The current maintenance management system environment does not support the needs to redirect specialists from responding to one outage to another of higher priority.  In particular, the capability to plan system maintenance to support the rapidly changing demands of Air Traffic Management (ATM) does not exist.  There is no national level capability to minimize down time attributable to scheduled or unscheduled outages, maximize the availability of technicians to repair hardware or to perform preventative maintenance, or prioritize maintenance efforts so as to maximize operational availability according service demands.

Needed Capability

In order for AF to ensure continuous availability of the NAS infrastructure and improve NIM, the existing legacy management systems and business processes must be upgraded to more current technology and practice.  To support both the tactical and strategic service view of the NAS, AF needs the capability to monitor and measure current NAS and NAS infrastructure performance and optimize response to failures while, at the same time, have the capability to better predict the NAS needs based on system cost and performance trends.  

Achievement of this capability requires a fully integrated national on-line information environment.  The environment must include the hardware, software and database applications, remote monitoring and control capabilities, automated tools for AF specialists, and the telecommunications needed to collect and deliver NAS data.  In addition, an analytical capability needs to be developed to enable AF management to make the tactical and strategic decisions necessary to optimize the NAS.  Timely response to customer needs, ensuring continuous improvement in services and work processes, reduced service risk through predictive practices, and promoting customer satisfaction depend on the availability of effective NAS performance and cost information.

As an integral part of improving the NAS management processes, it is necessary to move towards a corporate perspective of configuration control and ownership of NAS resources.  NAS managers need the capability to assess multiple maintenance strategies and implement the solution that maximizes workforce effectiveness and minimizes the overall adverse effect on NAS service. 

Definitions of needs that are associated with central management of NAS assets are:

· Enterprise management of NAS assets and support resources with the capabilities to prioritize, leverage, and concentrate NAS technical and analytical expertise to increase and ensure NAS readiness based on service demand. [MNS #145 paragraph - 3.1] 

· Improved maintenance / equipment performance information to support the AF Concept of Operations and improve the capability to implement reliability centered maintenance and improve the productivity of maintenance personnel. [MNS #145 paragraphs - 3.1.3 and 3.1.24]

· Improved capability to manage services as well as systems and resources that comprise the NAS infrastructure. [MNS #145 paragraphs - 3.1 and 3.1.3]

· Improved capability to coordinate resolution of scheduled and unscheduled events with internal and external customers. [MNS #145 paragraphs - 3.1 and 3.1.3]

· Improved capability to disseminate timely information on NAS service status to internal and external customers. [MNS #145 paragraphs - 3.1 and 3.1.3]

· Improved linkage between RMM functions on nationally approved systems and maintenance response/ findings data. [MNS #145 paragraphs - 3.1 and 3.1.3]

· Intelligent fault correlation & information sharing which involves the need to correlate related and (seemingly) unrelated system performance, cost, support, and logistics events in an open and comprehensive manner. [MNS #145 paragraph - 3.1.3]

· Improved ability to model the NAS Infrastructure component of the Air Traffic Services Enterprise.  This means, among other things, trend analysis, and understanding the complex relationship among cost, quality/quantity and value safety, capacity and security services provided. . [MNS #145 paragraphs - 3.1 3and 3.1.26]

Capabilities must include the structures, tools, and processes to centralize management of national assets.  This embodies the operational concepts that comprise geographic area management, cross-regional management, centralized scheduling system, customer interaction tools, line replaceable unit (LRU) bar-coding, emergency operations, environmental monitoring, integration of existing element management systems, service management, and remote work force capabilities. 

5 ShortfallS 

While a significant amount of infrastructure development has taken place, the needed capabilities outlined above are yet to be fulfilled. Current managers lack the tools to quickly ascertain and share service status, criticality, interdependencies, and event impacts in a dynamic NAS environment.  Key data is either not collected or is still only available at the local sites.  This limits the ability of the management community to perform many tactical and strategic AF management functions, e.g., prioritize and optimize service based on demand and the available resources.  Currently, the NAS is managed by personnel using a fixed set of standard instructions, e.g. preventive maintenance intervals and restoration priority, that apply to all facilities and services.  This is driven by the need to provide quality service everywhere without respect to value of service.  The relative criticality of services is not easily analyzed beyond the local level.  Service criticality cannot currently be evaluated, in the NAS context, in real-time.  Thus, service is not readily optimized at the national level. 

The Phase 1 National Operations Control Center (NOCC), collocated with the ATCSCC, manages and oversees the strategic delivery of NAS infrastructure services from a national perspective, 24 hours a day, 7 days a week, and provides monitoring of the NAS infrastructure.  It also tracks AF activities in response to major events, as well as monitors and assesses restoration activities for services that have widespread or highly visible impact on NAS operations.  Other than the NOCC, there is still no way to objectively track, monitor, or prioritize response to service outages at the NAS level. 

Since the 1995 approval of MNS # 145, problems that were identified are still present and are more pronounced.  NAS performance indicators are beginning to show the impacts of a reduced workforce and an aging system. Indicators that affect NAS availability are:

· Increased unscheduled outages 

· Increased time required to restore operations after an outage 

When viewed individually, each performance indicator is meaningful and can help alert management to problems in areas of their responsibility.  When viewed together and evaluated across the entire NAS, they become more indicative of problems at a service level and include:  

· Increased NAS customer delays resulting from increased outages and increased restoration time

· Increased maintenance force workloads due to redundancy and aging systems

Increasing Unscheduled Outages

Figure 1, which is a standard report product provided by the AF Cost and Performance Management System, shows that the trend in unscheduled outages has increased since approval of MNS #145 in 1995.  The trend rate of change in unscheduled outages has been constant (mean trend line; shown as small blue squares) with the result being approximately 30 percent more outages over the period.  The trend in unscheduled outages has shifted from a better than average condition (green threshold at the bottom of graphic) to a worse than average (yellow threshold at the top of the graphic) since 1995.  Note, thresholds are defined by AF/AOP performance metrics.
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   Figure 1:  Trends in Unscheduled Outages

Increasing MTTR
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Figure 2 provides insight into the relationship of the number of facilities maintained to the average time that it takes the available support staff to restore operational capability after an unscheduled outage has occurred.  Average repair time is refereed to as Mean Time to Restore (MTTR).  The figure shows that the MTTR for unscheduled outages is increasing at a greater rate than the number of facilities.  Since 1995, the number of facilities maintained has increased to approximately sixty thousand systems (blue curve; small ovals) and the MTTR (red curve; small squares) has increased to approximately twenty-five hours per unscheduled outage.

Increasing NAS Customer Delays

Figure 3 shows that there is direct correlation between the increases in MTTR (restoration time resulting from unscheduled outages) and the number of delays experienced by NAS users.  The figure shows the relationship of the demand for NAS services (red curve;  with small triangles) to the changes in the delay rates (magenta curve; with small diamonds) as they relate to the changes in the duration of outage restoration (blue curve; with small squares).  Since 1995, the delay rate has increased from approximately 3 delays per 100,000 operations to approximately 5 delays per 100,000 operations with an increasing trend (red dashed line).


Redundancy and the Impact of Obsolescence of Existing Capabilities

The workload effects of the aging population of current NAS systems are difficult to observe because of the redundancy in the NAS and the granularity with which performance data is collected.  In fact, for those not familiar with the overall composition and complexity of the NAS, many statistics can be misleading when viewed independently.  For instance, using the data contained in Table 1, the actual NAPRS reported equipment and service availability from FY92 to FY98 has remained relatively constant at 99.8 percent.  However, just focusing on that statistic can easily mask the needs of the NAS.  Specifically, during the same period, the number of workload countable facilities that are maintained by the workforce have increased from 28,634 to 53,926 facilities and the total duration of unscheduled outages has increased from 269,607 hours to 633,934 hours.  Two conclusions can be supported with the latter data.  First, the NAPRS data indicates that the smaller workforce is working longer to resolve maintenance backlogs so as to not impact Air Traffic operations; and second that there is indication that of is a growing dependence on the back-up and redundant systems (total service availability has not dropped and more facilities are counted as reportable systems). 

Table 1:  NAPRS Summary of Facilities and Operational Availability


FY92
FY93
FY94
FY95
FY96
FY97
FY98

NAPRS Facilities/Services
20,796
21,118
21,724
40,898
43,399
45,002
46,499

Workload Countable Facilities (WCF)
28,634
28,887
30,378
37,650
39,567
50,163
53,926

NAPRS Unscheduled Outages
18,939
17,738
17,234
22,824
24,925
24,106
25,796

Unscheduled Outage Duration (Hrs)
269,607
286,351
340,388
544,574
611,407
632,052
633,934

NAPRS Reliability
99.7%
99.77%
99.78%
99.85%
99.85%
99.85%
99.85%

NAPRS Operational Availability
99.04%
99.09%
99.35%
99.23%
99.23%
99.34%
99.40%

NAPRS Equip & Service Availability
99.85%
99.85%
99.82%
99.85%
99.84%
99.84%
99.84%

The benefit of having back-up (nearly fail-safe) systems available to ensure safe levels of operations cannot be disputed.  However, there is an impact on the overall maintenance management processes. Issues that surround managing a redundant environment include:

· Redundant systems are also aging.  In some cases they may be as old as the primary equipment that they back-up and in other cases they may be one or more generations (technology-wise) older.  For example, ASRS-1/2s are still commissioned and provide both primary radar support as well as Center Radar ARTS Presentation/ Processing (CENRAP) back up when secondary surveillance is not available.  In addition to the difficulties in maintaining 25 year old radar technology, the actual supportability problems increase because replacement parts are not available and either remanufacture or cannibalism will result 

· Redundant systems often mask significant problems associated with reliability, availability, maintainability (RAM) projection and management.  In particular, current policy requires reporting outages when services are lost.  However, restoration of the service may depend upon non-maintenance factors such as air traffic operations release of the equipment for maintenance [which causes corrective maintenance actions to be postponed because there is a redundant system or channel available] mean restoration times are increased. 

6 Benefits 

NAS AT operations are projected to grow by 40 percent between 1998 and 2015; reference APO Aviation Forecasts for the Years 2000 -2015.  This growth requires expanded maintenance services to support the NAS Enterprise Management of the infrastructure, including ERMS, sensor connectivity, human resources management, value-centered risk-based management, and other capabilities.

The investment in new management tools, operating methods and supporting technologies will enable AF to better meet the increasing demand for services while maintaining safety. 

Benefits in the areas of capacity, efficiency, and business productivity can be realized as a result of NIMS in:

Capacity 
· Improved service availability and NAS infrastructure readiness resulting from centralized enterprise management of NAS resources

· Reduced unscheduled system outage induced flight disruptions (delays, diversions, and flight cancellations) 

Efficiency

· Improved coordination of both internal and external to the FAA activities on issues that affect the operation and status of the NAS for improved air traffic management planning and flight planning.

· Anticipated improvement in customer and flying public satisfaction resulting from reduced flight disruption and reduced operating cost for the aviation community. 

Business Productivity

· Improved life cycle management and reduced life cycle costs of the NAS infrastructure resulting from the establishment of Performance-Based Management (PBM), centralized resource management and control and national level reliability centered maintenance (RCM).    

 Early identification of potential national-level trouble spots and the capability to establish priorities in coordination with the operational control centers, and provide assistance, as necessary, to minimize the impact of reduced or interrupted services.

 Improved management oversight of resources (from a national level) by being the focal point for moving F&E assets to handle emergencies.  In coordination with the affected geographic control centers, the NOCC can authorize temporary personnel moves to perform activities to resolve emergencies.

 Increased capability to monitor the status of services, systems, and facilities within their assigned domain/ geographic area/ service area.

 Capability to perform diagnostics at the service, system, and facility level, and reconfigure systems and facilities to restore service to the users.  Using remote RMM, specialists will service and certify facilities at the system level. 

7. CONCLUSION / RECOMMENDATION

The NIM needs remain valid.  It is recommended that an investment analysis be conducted to consider the appropriate alternatives to provide a tactical and strategic service view of the NAS, the capability to monitor and measure current NAS infrastructure performance, and optimize response to failures while, at the same time, have the capability to better predict the NAS needs based on system cost and performance trends.  

Figure 2: Trend in Unscheduled Mean Time To Restore (MTTR)
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Figure 3: Yearly Trend in Delay and Outage Data
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