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��SECTION  1



General Description of the Operational Capability



1.1	Purpose and Scope 



This document establishes the high-level operational and performance requirements baseline for the National Airspace System (NAS) Infrastructure Management System (NIMS), CIP #M-07.  The requirements herein do not define specific solutions.  This document provides the basis for system requirements documents, system functional specifications and delivery orders.



This program is an Airway Facilities (AF) initiative sponsored by Air Traffic Services (ref. Mission Need Statement #145) which builds on the Remote Maintenance Monitoring System (RMMS) investment.  NIMS represents a dramatic evolution in the way AF does business -- from decentralized equipment maintenance to centralized service management of the NAS as detailed in the Airway Facilities Concept of Operations for the Future, March 1995.  Shifting from element management to service management will improve customer service while reducing costs.  This document describes the operational requirements needed to facilitate this transition.



The initial ORD, submitted at the ARC/TSARC for KDP-2 approval in February 1996, has been restructured and streamlined for revalidation, baseline establishment, and conformance with the Acquisition Management System (AMS).



1.2	Drivers for Change 



Internal and external pressures necessitate changes in the way AF does business.  These drivers for change include:



Government Performance and Results Act of 1993.

Declining monetary  resources require productivity and efficiency improvements to ensure service continues to be provided at a high level.

Existing systems are aging and becoming more maintenance intensive, while new equipment continues to be added to the inventory.

Need to detect service degradation and anticipate failures.

Need to gather, maintain and share accurate data on equipment performance, service interdependencies, cost effectiveness.

Current operations  lack strategic management capabilities for prioritizing services and directing resources from a national perspective.

Potential outsourcing of services provided by AF.



�1.3	NIMS Environment



The NIMS mission is to provide automated tools, communications, and remote management capabilities that will enable AF infrastructure operations to ensure cost effective service delivery which meets or exceeds customer expectations.  NIMS supports both day-to-day operations and maintenance, as well as the long term engineering and transition planning.  Data collection, management, and sharing is key to providing an environment that will foster increased productivity, customer service and cost effectiveness.  NIMS data will be shared with all authorized NAS stakeholders.



NIMS implementation not only comprises new technology and tools, but far reaching process, procedure and culture changes as well.  The NIMS architecture will be flexible and provide the means to evolve into the 21st century.  NIMS will facilitate proactive response to the changing needs of customers and users by accommodating easy insertion of new capabilities as they become necessary and available.



NIMS will be implemented in a phased approach in accordance with Managed Evolutionary Development (MED) principles.  The transition to this new concept must continue to stress the cooperative and collaborative spirit emphasized in FAA Order 6030.31, Restoration of Operational Facilities, as prioritization and execution of maintenance activities are performed.  The transition to NIMS will not cause any degradation in service.  Legacy systems will continue to be maintained and supported in accordance with current standards and procedures.



Building on the Remote Maintenance Monitoring System (RMMS) will increase the real-time data available to support the detection and mitigation of performance degradation which will reduce unscheduled outages.  This data will also be used to develop Performance Based Management (PBM) metrics which will guide equipment maintenance, modification, upgrade and replacement activities.



Remote management will be extended to NAS subsystems based on criticality and cost effectiveness.  In the case of legacy systems, the remaining service life, along with replacement/upgrade plans, will be weighed against the cost/benefit of retrofit.





�SECTION 2



Operational Concept



2.1	NIM Concept



The operational concept of NIM is represented by a centralized organization based on service management focused on customer and user satisfaction.  The key characteristics of the NIM concept are:



Consolidated Expertise.  Consolidate in-depth NAS infrastructure expertise in control centers in order to provide rapid, effective response to customer needs, support centralized operational control, and effect efficiencies.



Centralized Operational Monitor and Control.  Provide remote monitoring and control of NAS infrastructure services and systems for efficient service delivery and systems management.



Nationwide Operations Planning.  Coordinate operations from a national perspective and bring standardization across the NAS to facilitate consistent interaction with customers.



Information Infrastructure.  Provide real-time information collection and distribution to maintain situational awareness, performance metrics and cost accounting.



Performance Based Management.  Use of performance metrics to provide concrete data for efficient prioritization of maintenance activities and investment decisions.



2.2	NIMS Functions



NIMS functions will meet the following objectives:



Manage the NAS infrastructure and personnel resources.

Manage end-to-end service delivery.

Collect, analyze and distribute NAS infrastructure related information, e.g., configuration and performance information.



2.3	Operational Approach



The approach to NAS infrastructure operations in the NIMS environment is a three-tiered hierarchy, consisting of a National Operations Control Center (NOCC), a small number of Operations Control Centers (OCC), and a larger number of Work Centers (WC).  The NOCC receives overall direction from FAA Headquarters.



2.3.1	National Operations Control Center (NOCC)



NOCC specialists will manage NAS infrastructure services on a 24-hour, 7 day a week basis.  The NOCC coordinates the dissemination of service status information to the Air Traffic Control System Command Center (ATCSCC), OCCs and other users of NIMS services.



The NOCC oversees restoration activities for services that have a national impact, setting priorities and directing the allocation of resources when required.  The NOCC performs analysis and planning functions to ensure customer needs are met in a cost effective manner.



2.3.2	Operations Control Center (OCC)



OCC specialists will manage the NAS infrastructure within its domain of responsibility, which may be geographic and/or service element based, 24 hours per day, 7 days a week.  OCCs will direct the Operations and Maintenance (O&M) of their designated services, systems, networks, and equipment, providing proactive response and problem resolution.  OCCs will have remote control, diagnostics and certification capabilities.



OCCs coordinate with Air Traffic Control facilities within their domain, adjacent OCCs and the NOCC.  OCCs oversee and direct Work Centers (WC) within their domain using NIMS to ensure optimal utilization of personnel and resources.  OCCs perform analysis and planning functions to ensure customer needs are met in a cost effective manner.



OCCs will be capable of assuming monitor and control of adjacent OCC critical resources as required, e.g. during load shedding, inoperable operations or other circumstances. 



2.3.3	Work Centers (WC)



WC specialists provide hands-on O&M of NAS infrastructure.  WCs are responsible for equipment in specific geographical areas and are staffed with an appropriately skilled workforce.  When problems cannot be resolved remotely, personnel are dispatched to the site to take corrective action.  WCs may be fixed or “virtual”.  Field service personnel will coordinate with the WC and OCC via mobile voice and data communications.  WCs will have remote control, diagnostics and certification capabilities.



�SECTION 3



Operational and Functional Capabilities



3.1	Event Management



3.1.1	NIMS shall monitor, identify, and track NAS infrastructure events.



3.1.2	NIMS shall initiate events based on data provided by the NAS.



3.1.3	NIMS shall initiate events based on data entered by authorized personnel.



3.1.4	NIMS shall manage the prioritization of event information presented to the user based on a predefined set of rules.



3.2	Configuration Management



3.2.1	NIMS shall manage NAS configurable items.



3.3	Asset Management



3.3.1	NIMS shall track assets required for NAS infrastructure management.



3.4	Fault Management



3.4.1	NIMS shall provide local and remote fault detection and notification.



3.4.2	NIMS shall provide local and remote fault correlation, diagnostics, isolation, and resolution.



3.4.3	NIMS fault notification time shall be based on criticality of service.



3.4.4	NIMS shall maintain a record of faults and their resolutions.



3.5	Service Management



3.5.1	NIMS shall monitor NAS services from the NOCC and any OCC.



3.5.2	NIMS shall monitor NAS infrastructure services from the NOCC and any OCC/SSC.



3.5.3	NIMS shall provide authorized personnel the means to control NAS infrastructure services from the NOCC and any OCC/SSC.



3.5.4	NIMS shall manage restoration of NAS services through predefined rules.



3.5.5	NIMS shall allow real-time modification of the predefined rules.



3.6	Situational Awareness



3.6.1	NIMS shall collect weather products.



3.6.2	NIMS shall collect AT operational data.



3.7	Certification



3.7.1	NIMS shall support remote certification of NAS services.

 

3.8	Performance Management



3.8.1	NIMS shall compare actual performance values of  selected NAS subsystems to predefined threshold values and initiate automatic reconfiguration actions to optimize performance.



3.8.2	NIMS shall collect NAS operational data.



3.8.3	NIMS shall collect data on resource utilization.



3.8.4	NIMS shall collect data on the performance of services to the NAS by non-FAA providers.



3.8.5	NIMS shall allow real-time modification of the predefined threshold values.



3.9	Security Management



3.9.1	NIMS shall require identification and authentication for user access and control.



3.9.2	NIMS shall record all access events.



3.10	Workforce Management



3.10.1	NIMS shall propose prioritization of workforce tasks.



3.10.2	NIMS shall propose scheduling of workforce tasks.



3.10.3	NIMS shall allocate and coordinate workforce assignments.



3.10.4	NIMS shall track the location and status of the workforce.



3.11	Data Exchange



3.11.1	NIMS shall exchange data with other information systems.



3.11.2	Critical service data shall be delivered to the NOCC and all OCCs.

 

3.12	Data Analysis 



3.12.1	NIMS shall analyze resource utilization data.



3.12.2	NIMS shall analyze data on the performance of services to the NAS by non-FAA providers.



3.13		Reports



3.13.1	NIMS shall generate historic and real-time reports that can be displayed in graphical and textual formats.



3.14		Decision Support



3.14.1	NIMS shall provide decision support systems.



3.15	User Access



3.15.1	NIMS shall allow local and remote user access.



3.16	Human Factors



3.16.1	NIMS shall provide a computer-human interface (CHI) that allows users to effectively and efficiently perform NIMS functions.



3.16.2	NIMS shall be designed and constructed in accordance with approved FAA documents using sound human factors principles.



3.17		Physical Safety



3.17.1	NIMS shall be designed and constructed in accordance with approved FAA documents such that it does not cause personal injury during installation, operation, and maintenance.



3.18		Logistics



3.18.1	NIMS shall provide logistics support that will integrate with existing logistics functions.

�3.19	Electrical



3.19.1	NIMS shall continue to provide full service during a commercial power outage.



3.19.2	NIMS shall continue to provide full service for 15 minutes during a loss of commercial and generator power.



3.19.3	NIMS shall have restoration of service within 15 minutes after a power reset or full system reset.



3.19.4	NIMS shall meet operational,  input power, and electromagnetic characteristics as specified by FAA-approved standards, without degrading the operation of other equipment located in the facility.



3.20		Technology Insertion



3.20.1	NIMS shall provide for technology insertion.

�SECTION 4



Critical Operational Issues



4.1	System Quantities



4.1.1	NIMS shall be installed at the following locations:



NOCC - 1 (co-located with ATCSCC, Herndon, VA)

OCCs - 9 (one prototype OCC per region initially, final number and locations TBD)

WCs - approximately 300

FAA Technical Center

FAA Logistics Center

FAA Academy 

Software Support Facility



4.2	Schedule Constraints



4.2.1	The NOCC and OCC sites shall reach Initial Operational Capability for core functions by approximately September 30, 2000.



4.2.2	The NOCC and OCC sites shall reach full service management capability by approximately September 30, 2005.



4.3	Standardization and Commonality



4.3.1	Requirements for standardizing NIMS functionality, CHI, facilities, transition, and implementation throughout the FAA are specified in Sections 3, 5, and 7 of this document.



4.4	Reliability and Maintainability



4.4.1	NIMS shall comply with the reliability and maintainability requirements of FAA-approved standards and as stated in Section 5 of this document.



�4.5	 Critical Operational Effectiveness/Suitability Issues



4.5.1	Can NIMS interface and operate with existing equipment and systems, and accommodate enhancements and planned new systems?



4.5.2	Does NIMS provide the required level of computer security?



4.5.3	Can NIMS be transitioned safely and expeditiously with minimal impact, as defined within the approved transition and implementation plan, with no degradation to NAS operations?



4.5.4	Does NIMS training effectively support all required operational, maintenance, and support activities?



4.5.5	Does NIMS provide the required level of reliability, maintainability, and availability?



4.5.6	Does NIMS provide timely and accurate information to manage the NAS infrastructure?



4.5.7	Does NIMS provide remote monitoring, control, certification, and fault isolation for the NAS infrastructure?





�SECTION 5



Support Concept



5.1	MAINTENANCE CONCEPT



5.1.1	Reliability, Maintainability, Availability (RMA)

5.1.1.1	NIMS shall be classified as an essential service and operate at .999 availability.



5.1.1.2	The mean time to repair (MTTR)  a NIMS subsystem shall be no more than 30 minutes.



5.1.1.3	The maximum time to repair shall be no more than 1.5 hours.



5.1.1.4	Periodic maintenance for the NIMS shall not exceed 4 site visits per year or 1 per quarter.



5.1.2	Training

5.1.2.1	Transition, operational, and maintenance training shall be developed and provided.



5.1.2.2	All required training materials shall be provided.



5.2	LOGISTICS CONCEPT



5.2.1	Logistic Support

5.2.1.1	Since NIMS is an operations and maintenance program, there is no definite ‘end state’ or overall life-cycle period.  Intended life-cycle of subsystems and components will be defined on a case by case basis.  For planning purposes, it is assumed that the life cycle for personal computers will be 3 years, servers 5 years, and platforms 7 years.  Logistic support for NIMS shall be provided in accordance with approved FAA documentation.



5.2.2	Maintenance Support

5.2.2.1	Maintenance support for NIMS shall be provided in accordance with  approved FAA documentation, which details a two level maintenance philosophy, field and depot.



5.2.2.2	NIMS shall use modular designed equipment will enable field level personnel to correct equipment failures on-site by replacing faulty line replaceable units (LRUs).



5.2.2.3	NIMS maintenance activities shall be performed without interruption of NIMS operational service.



5.2.3	Support Equipment

5.2.3.1	FAA support equipment, automatic test equipment, and standard issue hand tools shall be used for NIMS maintenance. 



5.2.3.2	The NIMS contractor shall provide all special tools required to develop, modify, build, adapt, test, and verify the operation of the NIMS.



5.2.4	Initial Spares

5.2.4.1	The NIMS contractor shall provide initial spares in accordance with approved FAA documentation.



5.2.5	Configuration Management

5.2.5.1	NIMS shall be designed to ensure that the minimum number of hardware configurations, manuals, drawings, and spares are supported.



5.2.6	Packaging and Handling

5.2.6.1	NIMS packaging and handling requirements of support equipment and spares shall be in accordance with approved FAA documentation.



5.3	Computer Resources



5.3.1	The system shall permit improvements to hardware and software elements without requiring a change to other system components or architecture.



5.3.2	The system shall operate a version of the same national software baseline at all sites.



5.3.3	The system components shall be able to run previous versions of software.



5.3.4	The system component interchangeability shall be compatible with respect to form, fit, and function.



5.3.5	The system components shall be modular and expandable to provide processing, memory, and Local Area Network  (LAN) capacity to accommodate future growth.



5.3.6	All performance requirements shall continue to be met when functionality is increased to full operational capability.



�5.4	Software Modularity



5.4.1	All NIMS application software shall be modular, in accordance with FAA-approved standards.



5.4.2	Software upgrades shall be accomplished without disassembling equipment. 



5.5	Application Portability Profile and Data Exchange



5.5.1	NIMS shall adhere to the application portability profile and associated data interchange requirements for open systems, in accordance with FAA-approved standards.



5.5.2	The Operational software shall be platform transportable.



5.3	All applications shall be implemented in a Higher-Order Language (HOL).



5.6	Commercial off-the-Shelf (COTS) Software



5.6.1	There shall be no modification to COTS software source code.



5.6.2	Tailoring and integration of COTS software products shall be permitted with FAA approval.



5.6.3	COTS software tailoring documentation shall be of sufficient detail for software maintenance and transportability requirements.



5.6.4	COTS integration software (Glue Code) documentation and source code shall be provided.



5.7	Operational Hardware



5.7.3	There shall be no modifications to COTS hardware products.

 

5.8		Scalability



5.8.1	The system shall provide the capacity, functionality, and capability for a range of NOCC/OCCs without requiring different versions of software. 



5.9	Documentation



5.9.1	The system shall be documented, in accordance with FAA approved standards, to support configuration management, operation, maintenance, support and  training, to the extent the FAA decides to fulfill these requirements.



5.9.2	All NIMS documentation and technical manuals shall be provided to the Government in an FAA approved format and media.

�SECTION 6



Critical System Characteristics



6.1	Critical system characteristics shall be met fully for the system to be opera�tionally viable.  These characteristics will serve as the performance criteria for the overall program's success, along with cost and schedule criteria.  Appendix I, Requirements Traceability Matrix, contains this information.

�SECTION 7



Infrastructure Support



7.1	System Level Interfaces



7.1.1	NIMS shall interface with designated managed subsystems in accordance with the NIMS Interface Requirements Document (IRD), NAS-IR-51070000.



7.1.2	NIMS shall interface with designated managed subsystems in accordance with NAS-MD-79x.



7.1.3	NIMS shall interface with designated managed subsystems in accordance with Simple Asynchronous Interface (SAI), TBD.



7.1.4	NIMS shall interface with other information systems in accordance with the applicable Interface Control Document (ICD).



7.1.5	NIMS shall interface with Air Traffic (AT) operations to provide NAS status information.



7.2	Facility Requirements



7.2.1	Environmental

7.2.1.1	NIMS shall provide power conditioning as specified by FAA approved standards.



7.2.2	Hazardous Material

7.2.2.1	No NIMS component delivered to the Government shall contain hazardous material without FAA approval.



7.3	Transition and Implementation



7.3.1	NIMS shall have site-specific transition and implementation plans as approved by the FAA.



7.3.2	Transition and implementation shall cause only minimal impact on air traffic operations functionality as defined within the approved transition and implementation plan.



�APPENDIX 1



Requirements Traceability Matrix (RTM)



Requirement�Section�Threshold�Objective��Event Management�3.1�Title���NIMS shall monitor, identify, and track NAS infrastructure events.�3.1.1�Yes���NIMS shall initiate events based on data provided by the NAS.�3.1.2�Yes���NIMS shall initiate events based on data entered by authorized personnel.�3.1.3�Yes���NIMS shall manage the prioritization of event information presented to the user based on a predefined set of rules.�3.1.4�Yes���Configuration Management�3.2�Title���NIMS shall manage NAS configurable items.�3.2.1�Yes.���Asset Management�3.3�Title���NIMS shall track assets required for NAS infrastructure management.�3.3.1�Required assets are tracked.���Fault Management�3.4�Title���NIMS shall provide local and remote fault detection and notification.�3.4.1�All service faults are detected and reported.�All service, system, equipment, and LRU faults are detected and reported.��NIMS shall provide local and remote fault correlation, diagnostics, isolation, and resolution.�3.4.2�Remotely and locally correlate, diagnose, isolate, and resolve service faults.�Remotely and locally correlate, diagnose, isolate, and resolve all service, system, equipment, and LRU faults.��NIMS fault notification time shall be based on criticality of service.�3.4.3�Notification is based on criticality of service.�All notifications are reported within 5 seconds of detection.��NIMS shall maintain a record of faults and their resolutions.�3.4.4�Service, system, and equipment faults and their resolutions are recorded.�All service, system, equipment, LRU, and software component faults and their resolutions are recorded.��Service Management�3.5�Title���NIMS shall monitor NAS services from the NOCC and any OCC.�3.5.1�Yes����NIMS shall monitor NAS infrastructure services from the NOCC and any OCC/SSC.�3.5.2�Yes����NIMS shall provide authorized personnel the means to control NAS infrastructure services from the NOCC and any OCC/SSC.�3.5.3�Yes���NIMS shall manage restoration of NAS services through predefined rules.�3.5.4�Yes����

��Requirement�Section�Threshold�Objective��NIMS shall allow real-time modification of the predefined rules.�3.5.5�Yes���Situational Awareness�3.6�Title���NIMS shall collect weather products. �3.6.1�Collect weather products.�Integrate weather products with decision support and workforce management.��NIMS shall collect AT operational data.�3.6.2�Collect AT operational data.�Integrate AT operational data with decision support and workforce management.��Certification�3.7�Title���NIMS shall support remote certification of the NAS services.�3.7.1�Remote certification is manually achieved.�Remote certification is automatically achieved per predefined rules.��Performance Management�3.8�Title���NIMS shall compare actual performance values of selected NAS subsystems to predefined threshold values and initiate auto reconfiguration actions to optomoize performance.�3.8.1�Yes���NIMS shall collect NAS operational data.�3.8.2�Yes���NIMS shall collect data on resource utilization.�3.8.3�Capacity of the service, system, and equipment, time between failures, time to repair, and time to restore are collected.�Service, system, and equipment  operational data are collected down to the LRU��NIMS shall collect data on the performance of services to the NAS by non-FAA providers.�3.8.4�Data is collected every 60 minutes.�Data is collected every 5 minutes.��Security Management�3.9�Title���NIMS shall require identification and authentication for user access and control.�3.9.1�Yes ���NIMS shall record all access events.�3.9.2�Yes���Workforce Management�3.10�Title����NIMS shall propose prioritization of workforce tasks.�3.10.1�Propose task priorities.�Use expert systems to optimize utilization of workforce.��NIMS shall propose scheduling of workforce tasks.�3.10.2�Propose task schedules.�Use expert systems to optimize scheduling of workforce tasks based on NAS operational requirements, preventive maintenance tasks, and personnel availability.��NIMS shall allocate and coordinate workforce assignments.�3.10.3�Allocate and coordinate workforce assignments.�Use expert systems to resolve conflicts with workforce assignments.��NIMS shall track the location and status of the workforce.�3.10.4�Estimate location and status of workforce.�a.  Use tracking system to determine location of workforce.



b.  Automatically determine status of workforce.��Data Exchange�3.11�Title���NIMS shall exchange data with other information systems.�3.11.1�Exchange data with designated existing information systems.�Exchange data with existing and new information systems as appropriate.��Critical service data shall be delivered to the NOCC and all OCCs.�3.11.2�a.  Deliver critical service data directly to two OCCs.



b.  Deliver critical service data to all OCCs and NOCC.�Deliver critical service data directly to all OCCs and NOCC.��Data Analysis�3.12�Title���NIMS shall analyze resource utilization data.�3.12.1�Yes���NIMS shall analyze data on the performance of services to the NAS by non-FAA providers.�3.12.2�Yes���Reports�3.13�Title���NIMS shall generate historic and real-time reports that can be displayed in graphical and textual formats.�3.13.1�Generate reports based upon predefined criteria.�Generate reports automatically via data analysis and decision-support tools. ��Decision Support�3.14�Title���NIMS shall provide decision-support systems.�3.14.1�Yes���User Access�3.15�Title���NIMS shall allow local and remote user access.�3.15.1�Yes����Human Factors�3.16�Title���NIMS shall provide a computer-human interface (CHI) that allows users to effectively and efficiently perform NIMS functions.�3.16.1�Yes���NIMS shall be designed and constructed in accordance with approved FAA documents using sound human factors principles.�3.16.2�Yes���Physical Safety�3.17�Title���NIMS shall be designed and constructed in accordance with approved FAA documents such that it does not cause personal injury during installation, operation, and maintenance.�3.17.1�Yes���Logistics�3.18�Title���NIMS shall provide logistics support that will integrate with existing logistics functions.�3.18.1�Yes���Electrical�3.19�Title���NIMS shall continue to provide full service during a commercial power outage.�3.19.1�Yes����

��Requirement�Section�Threshold�Objective��NIMS shall continue to provide full service for 15 minutes during a loss of commercial and generator power.�3.19.2�Provide full service for 15 minutes during a loss of commercial and generator power�Provide full service for 30 minutes during a loss of commercial and generator power.��NIMS shall have restoration of service within 5 minutes after a power reset or full system reset.�3.19.3�Restore service within 15 minutes after power reset or full system reset.�Restore service within 5 minutes after power reset or full system reset.��NIMS shall meet operational, input power, and electromagnetic characteristics as specified by FAA-approved standards, without degrading the operation of other equipment located in the facility.�3.19.4�Yes���Technology Insertion�3.20�Title���NIMS shall provide for technology insertion.�3.20.1�Provide technology insertion with less than 10 per cent of application software being effected.�Provide technology insertion such that it is transparent to users with no change to application.��SYSTEM QUANTITIES�4.1�Title���NIMS shall be installed at the following:�4.1.1����NOCC = 1��1���OCC = 9 (one prototype per region, final number and locations TBD.��9���SSC = 300+��300+���FAATC = 1��1���FAALC = 1��1���FAA Academy = 1��1���Software Support Facility = 1��1����Schedule Constraints�4.2�Title���The schedule constraints shall be as follows:�4.2����The NOCC/OCC sites shall pass Initial Operational Capability Demonstration for core functions by approx Sept.30, 2000.�4.2.1�Yes���The NOCC/OCC sites shall reach full service mgmt capability by Sept. 30, 2005.�4.2.2�Yes����Standardization and Commonality�4.3�Title���All requirements for standardizing NIMS functionality, CHI, Facilities, transition, and implementation throughout the FAA are specified in Sections 3, 4, 5, and 7 of this document.�4.3�Yes���Reliability and Maintainability�4.4�Title���The system shall comply with the reliability and maintainability requirements of FAA approved standards and Section 3.�4.4.1�Yes���Critical Operational Effectiveness/ Suitability Issues�4.5�Title����

��Requirement�Section�Threshold�Objective��Can NIMS interface and operate with existing equipment and systems, and accommodate enhancements and planned new systems?�4.5.1�Yes���Does NIMS provide the required level of computer security?�4.5.2�Yes���Can NIMS be transitioned safely and expeditiously with minimal impact, as defined within the approved transition and implementation plan, with no degradation to NAS operations?�4.5.3�Yes���Does NIMS training effectively support all required operational, maintenance, and support activities?�4.5.4�Yes���Does NIMS provide the required level of reliability, maintainability, and availability?�4.5.5�Yes���Does NIMS provide timely and accurate information to support the management of NAS resources?�4.5.6�Yes���Does NIMS provide remote monitoring, control, certification, and fault isolation for the NAS infrastructure?�4.5.7�Yes���MAINTENANCE CONCEPT�5.1�Title���Reliability, Maintainability, Availability (RMA)�5.1.1�Title���NIMS shall be classified as an essential service with .999 availability..�5.1.1.1�Yes���The mean time to repair (MTTR) of a NIMS subsystem shall be no more than 30 minutes.�5.1.1.2�Yes���The maximum time to repair shall be no more than 1.5 hours.�5.1.1.3�Yes���Periodic maintenance shall not exceed 4 site visits per year.�5.1.1.4�Yes����Training�5.1.2�Title���The NIMS contractor shall develop transition, operational, and maintenance training.�5.1.2.1�Yes���The NIMS contractor shall provide all required training materials.�5.1.2.2�Yes���NAILS CONCEPT�5.2�Title���Logistic Support�5.2.1�Title���Logistic support for NIMS shall be provided in accordance with approved FAA documentation.�5.2.1.1�Yes���Maintenance Support�5.2.2�Title���Maintenance support for NIMS shall be provided in accordance with  approved FAA documentation, which details a two level maintenance philosophy, field and depot.�5.2.2.1�Yes����

��Requirement�Section�Threshold�Objective��NIMS shall use modular designed equipment will enable field level personnel to correct equipment failures on-site by replacing faulty line replaceable units (LRUs).�5.2.2.2�Yes���NIMS maintenance activities shall be performed without interruption of NIMS operational service.�5.2.2.3�Yes���Support Equipment�5.2.3�Title���FAA standard test equipment and standard issue hand tools shall be used for NIMS maintenance. �5.2.3.1�Yes���The NIMS contractor shall provide all tools required to develop, modify, build, adapt, test, and verify the operation of the NIMS.�5.2.3.2�Yes���Initial Spares�5.2.4�Title���The NIMS contractor shall provide initial spares in accordance with FAA documentation.�5.2.4.1�Yes���Configuration Management�5.2.5�Title���NIMS shall be designed to ensure that the minimum essential number of hardware configurations, manuals, drawings, and spares are supported.�5.2.5.1�Yes���Packaging and Handling�5.2.7�Title���NIMS packaging and handling requirements of support equipment and spares shall be guided by the applicable standards listed in the ILSP.�5.2.7.1�Yes���Computer Resources�5.3�Title����The system shall permit improvements to hardware and software elements without requiring a change to other system components or architecture.�5.3.1�Yes���The system shall operate a version of the same national software baseline at all sites.�5.3.2�Yes���The system components shall be able to run previous versions of software.�5.3.3�Yes���The system component interchangeability shall be compatible with respect to form, fit, and function.�5.3.4�Yes���The system components shall be modular and expandable to provide processing, memory, and Local Area Network  (LAN) capacity to accommodate future growth.�5.3.5�Yes���All performance requirements shall continue to be met when functionality is increased to full operational capability.�5.3.6�Yes���Software Modularity�5.4�Title���All application software shall be modular in accordance with FAA approved standards.�5.4.1�Yes����

��Requirement�Section�Threshold�Objective��Software upgrades shall be accomplished without disassembling equipment. �5.4.2�Yes���Application Portability Profile and Data Exchange�5.5�Title���The system shall adhere to the application portability profile and associated data interchange requirements for open systems, in accordance with an FAA approved standard.�5.5.1�Yes���The Operational software shall be platform transportable.�5.5.2�Yes���All applications shall be implemented in a Higher-Order Language (HOL).�5.5.3�Yes���Commercial off-the-Shelf (COTS) Software.�5.6�Title���There shall be no modification to COTS software source code.�5.6.1�Yes���Tailoring and integration of COTS software products shall be permitted with FAA approval.�5.6.2�Yes���COTS software tailoring documentation shall be of sufficient detail for software maintenance and transportability requirements.�5.6.3�Yes���COTS integration software (Glue Code) documentation and source code shall be provided.�5.6.4�Yes���Operational Hardware�5.7�Title����There shall be no modifications to COTS hardware products.�5.7.1�Yes���Scalability�5.8�Title���The system shall provide the capacity, functionality, and capability for a range of NOCC/OCCs without requiring different versions of software. �5.8.1�Yes���Documentation�5.9�Title���The system shall be documented, in accordance with FAA approved standards, to support configuration management, operation, maintenance, support and  training, to the extent the FAA decides to fulfill these requirements.�5.9.1�Yes���All NIMS documentation and technical manuals shall be provided to the Government in an FAA approved format and media.�5.9.2�Yes���SYSTEM LEVEL INTERFACES�7.1�Title���NIMS shall interface with designated managed subsystems in accordance with the NIMS Interface Requirements Document (IRD), NAS-IR-51070000.�7.1.1�Yes���NIMS shall interface with designated managed subsystems in accordance with NAS-MD-79x.�7.1.2�Yes����

��Requirement�Section�Threshold�Objective��NIMS shall interface with designated managed subsystems in accordance with Simple Asynchronous Interface (SAI), TBD.�7.1.3�Yes���NIMS shall interface with other information systems in accordance with the applicable Interface Control Document (ICD).�7.1.4�Yes���NIMS shall interface with Air Traffic (AT) operations to provide NAS status information.�7.1.5�Yes���Facility Requirements�7.2	�Title���Environmental�7.2.1�Title���NIMS shall provide power conditioning as specified by FAA approved standards.�7.2.1.1�Yes���Hazardous Material�7.2.2	�Title���No NIMS component delivered to the Government shall contain hazardous material without FAA approval.�7.2.2.1�Yes���Transition and Implementation�7.3	�Title���NIMS shall have site-specific transition and implementation plans as approved by FAA.�7.3.1�Yes���Transition and implementation shall cause only minimal impact on air traffic operations functionality as defined within the approved transition and implementation plan.�7.3.2�Yes���

�APPENDIX 2



Definitions



Availability - The ratio of time a system is fully operationally in a given year divided by the total time of one year.



Certification: The technical verification performed prior to commissioning and/or service restoration after a scheduled/unscheduled interruption affecting certification parameters, and periodically thereafter inclusive of the insertion of the prescribed entry in the facility maintenance log.  The certification validates that the system is providing an advertised service to the user, and/or that the system/equipment is capable of providing that advertised service.  It includes independent determination about when a system/equipment should be continued in, restored to, or removed from service.



Configurable Item - Any item whose attributes (configuration) can be tracked. 



Control  - The ability to change the state of monitored system elements. 



Critical Service – Functions or services which, if lost, would prevent the NAS from exercising safe separation and control over aircraft. 



Decision Support System – Any system that provides information that assists decision making process.



Essential Service - Functions or services which, if lost, would reduce the capability of the NAS to exercise safe separation and control over aircraft. An essential service is required to operate at an availability of .999 (NAS-SR-1000). NIMS is an essential service.



Event - Any state change or reportable action. 



Fault - A condition of a configurable item which degrades or interrupts its ability to perform one or more of its designated functions.



Fault Notification Time - The amount of delay between the time the system fault occurred and its presentation to a NIMS operator.



Human Factors – The discipline concerned with the design and evaluation products and tools that match people’s needs and that support effective, efficient, safe human performance.



Interoperability - The ability to exchange data with other NAS elements. 



Mean Time to Repair (MTTR) - The total time required isolate the problem, remove and replace a defective LRU, any adjustments or data loading necessary to return the system to service.



Monitor - The maintenance of a real-time status of elements of the NAS infrastructure relative to its operational capability, component health, and configuration. 



NAS - National Airspace System; the collection of services that are provided to the flying public, airlines, and airports.



 NAS Infrastructure - The physical elements of the NAS, excluding people. This includes systems, leased services, support services, inventory, vehicles, and real estate.



NAS Infrastructure Management (NIM) – The Airway Facilities’ concept  for managing the NAS infrastructure.



Non-FAA Providers - Any outside organizational entity that contributes data, products, or services in support of the providing of NAS services. This most often refers to the providers of leased services such as telecommunications networks or weather products.



Operational Data - Information relating to the providing of NAS services or the operation and management of the NAS infrastructure.



Operational Readiness Demonstration  - The completion of those tasks and tests necessary for the local FAA facility managers to accept a new system as ready for FAA operational use. 



Reports - The analysis and presentation of NIMS data to NIMS operators or NAS managers. This covers a very wide gamut of presentations that include:

The presentation of faults by the lighting of fault indicators.

The presentation of NAS service and infrastructure configuration and/or status.

Predefined format reports on any aspect of the NAS operation.

Reports whose format is controlled partially or completely by user input.

Reports which are either completely textual or partially textual and partially graphics, as determined by user input.



Resource Utilization - Information relative the operation and support of the NAS infrastructure. This is often related to computer capacity used, but it also includes data relative to use of the workforce, use of telecommunications services, and use of spare parts. 



Restoration of NAS Services – Placing the service back into an operational state. 



Technology Insertion - The upgrading of NIMS to cover the following situations:

The installation of hardware or software to perform existing functions faster, more efficiently, or in a less costly manner.

The installation of hardware or software to perform additional desired functions.

The installation of hardware or software to replace obsolete or logistically unsupportable system components.



Workforce - All FAA employees and contract personnel who provide a service in the operation, management, or support of the NAS.

.��APPENDIX 3



ACRONYMS



ADTN200�Aeronautical Data Telecommunication Network 2000��AF�Airway Facilities��AMCC�ARTCC MCC��AMS�Acquisition Management System��ARC�Acquisition Review Council��ARSR�Air Route Surveillance Radar��ARTCC�Air Route Traffic Control Center (Facility)��AT�Air Traffic��ATC�Air Traffic Control��ATCSCC�Air Traffic Control System Command Center��CBA�Cost Benefit Analysis ��CIMS�Corporate Information Management System��CIP�Capital Improvement Plan��CMCC�Consolidated MCC��CNS�Communications, Navigation and Surveillance��CPMS�Cost and Performance Management System��COTS�Commercial-off-the-shelf��DMN�Data Multiplexing Network��DOD �Department of Defense��EIS�Executive Information System��FAA�Federal Aviation Administration��FAATSAT�FAA Telecommunications Satellite��F&E�Facilities and Equipment��GMCC�GNAS MCC��GNAS�General NAS��GPRA�Government Performance Results Act��GUI�Graphical User Interface��HAZMAT�Hazardous Material��HQ�Headquarters��HCI�Human-Computer Interface��ILSP�Integrated Logistics Support Plan��KDP�Key Decision Point��LAN�Local Area Network��LINCS�Leased Interfacility NAS Communications System��LIS�Logistics Information System��LRU�Line-Replaceable Unit��MCC�Maintenance Control Center��MCF�Metroplex Control Facility��MDT�Maintenance Data Terminal��MNS�Mission Need Statement��MPS�Maintenance Processor System��MTBF�Mean Time Between Failures��MTBM�Mean Time Between Maintenance��MTTR�Mean Time to Restore��NAILS�NAS Integrated Logistics Support Concept��NAS�National Airspace System��NDI�Non-Developmental Item��NIMS�NAS Infrastructure Management System��NOCC�National OCC��O&M�Operations and Maintenance��OCC�Operations Control Center��ODMS�Operational Database Management System��OJT�On-the-job training��ORD�Operational Requirements Document��OSE�Open Systems Environment��PBM�Performance Based Management��PNIMS�Prototype NIMS��POCC�Prototype OCC��QOS�Quality of Service��RMA�Reliability, Maintainability, Availability��RMM�Remote Maintenance and Monitoring��RMMS�Remote Maintenance and Monitoring System��RMS�Remote Monitoring Subsystem��SMO�System Management Office��SNMP�Simple Network Management Protocol��SRD�System Requirements Document��SRMMS�Sustain RMMS��SSC�System Service Center��TBD�To be determined��TIMS�Telecommunications Information Management System��WAN�Wide-Area Network��WC�Work Center��
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