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SLS1�1  SCOPE.��SLS2�1.1  Identification.  ��SLS3�This System Level Specification (SLS) documents the functional, performance, design, construction, and support requirements for  the  National Airspace System (NAS) Infrastructure Management System (NIMS), Capital Improvement Project (CIP) #M-07.  The requirements content of this specification defines NIMS as desired by the United States (US) Department of Transportation (DOT) and Federal Aviation Administration (FAA). 

��SLS4�1.2  System Overview.��SLS5�1.2.1  Sponsorship.  ��SLS6�This program is an Airway Facilities (AF) initiative sponsored by Air Traffic Services (ref. Mission Need Statement #145) which builds on the Remote Maintenance Management system (RMMS) investment. NIMS represents a dramatic evolution in the way AF does business -- from decentralized equipment maintenance to centralized service management of the NAS as detailed in the Airway Facilities Concept of Operations for the Future, March 1995. Shifting from resource management to service management will improve customer service while reducing costs.

��SLS7�1.2.2  Mission.  ��SLS8�NIMS facilitates NAS infrastructure management (NIM) -- the management and delivery of services provided by NAS infrastructure facilities, equipment, and service providers.

��SLS3048�NIMS will improve the reliability, consistency, efficiency, and delivery of NAS infrastructure services. NIMS improves workforce productivity and utilization of resources. NIMS allows Air Traffic Services to meet the increasing demand for services in the face of diminishing resources, while maintaining safety.

��SLS2790�1.2.3  NIMS Vision.��SLS2803�NIMS will achieve its mission through:

��SLS2802�Integration of Remote Monitoring. NIMS will expand the current remote monitoring of NAS infrastructure resources. All significant infrastructure resources will be connected to the national monitoring network based upon cost effectiveness, criticality of the resource, expected remaining life, and other factors. All new NAS subsystems must address this requirement. NIMS will translate individual subsystem data schemes and communications  protocols to provide a seamless and uniform presentation to the user.

��SLS2800�Direct Visibility of NAS Services. NIMS will model the NAS infrastructure in terms of equipment interdependencies and roles in providing  specific services. Dynamic factors (e.g., traffic, weather, airport conditions, equipment) will be analyzed to allow direct viewing of the status of all NAS services. For the first time, the complete ramifications of an equipment outage will be immediately apparent. The assignment of criticality to individual equipment failures will be uniform throughout the NAS and will not require interpretation or decoding. Authorized stakeholders (e.g. NAS managers, senior executives, service providers, and service users) will be able to  view the status of NAS services in real time. Users will be able to tailor the presentation to their areas of their interest.

��SLS2799�Flexible and Responsive Service Management. NIMS will provide a logical and flexible framework for the rapid response to infrastructure faults by detecting service degradations and anticipating failures, so that customers will not incur service interruptions.  Conceptual, this will provide end to end monitoring, rather than piece-wise monitoring, so that an interruption or degradation at any point will be detected. An integrated information infrastructure will support fault diagnostics and mitigation, rapid restoral of any lost service capability, service certification, and equipment performance tuning. Infrastructure Operations & Maintenance will be performed in accordance with uniform, nation-wide procedures. Service delivery oversight and management will be focused on understanding and meeting the customers’ needs.

��SLS2798�Comprehensive Support Resource Management. NIMS will track the location and current status of all support resources.  NIMS will automatically respond to the occurrence of a NAS event requiring maintenance or support action by generating an event ticket. In addition, all personnel, including the most qualified locally available specialist, and other support resources, to include required repair parts, support equipment, vehicles, and technical information, will be identified for each maintenance action, along with the means to obtain them. NIMS will notify the assigned specialist and ensure that all necessary support data is provided. Upon completion of maintenance actions, NIMS will identify any assets used, consumed, or transferred and initiate replenishment action.

��SLS2797�Integration of Current and Future NAS Information Systems. NIMS will exchange data with a wide variety of information systems via a single integrated data entry operation for all data systems directly concerned with NAS support operations. This will solve the most persistent of data system problems, the maintenance of a complete, accurate, and up-to-date database. NIMS will also provide users with a single interface to access data scattered among different database sources.

��SLS2796�Cost and Performance Tracking. NIMS will gather NAS infrastructure operating costs, both direct and indirect. This will allow management and product teams to accurately track and analyze the cost and performance of operations, identify trends, and make high confidence investment decisions.

��SLS2795�Comprehensive Information Availability.  NIMS will operate within the framework of a national information network in which all NIMS information, both current and historical, will be available to all interested and authorized users. The NIMS analysis and reporting engine will be designed for flexibility so that users can select both format and content of displayed and printed reports. Sharing of information will give users and customers more input to the decision making process concerning service delivery priorities.

��SLS36�1.2.4  Concept of Operations.��SLS37�The approach to NAS infrastructure operations in the NIMS environment consists of a National Operations Control Center (NOCC), a small number of Operations Control Centers (OCCs), and a larger number of Service Operations Centers (SOCs)/Work Centers (WCs). 

��SLS38�1.2.4.1  National Operations Control Center (NOCC).��SLS39�The NOCC is the operations organization that views the delivery of NAS infrastructure services to users and customers from a national perspective. It provides 24-hour, 7 day per week oversight of the OCCs and develops procedures for operating and maintaining the NAS infrastructure on a consistent, integrated, nationwide basis. It reports significant NAS infrastructure service events to FAA Headquarters senior management.

��SLS40�The NOCC oversees restoration activities for services that have a national impact, co-ordinating with the pertinent OCC(s) to set priorities and directing the allocation of personnel and resources. The NOCC performs analysis and planning functions to ensure customer needs are met in a cost effective manner.

��SLS2666�The NOCC will be capable of assuming all of the activities of the OCCs during load shedding, inoperable operations, and other circumstances.

��SLS41�1.2.4.2  Operations Control Centers (OCCs).��SLS42�OCC specialists will manage the NAS infrastructure within the OCC’s domain of responsibility, which may be geographic and/or service element based, 24 hours a day, 7 days a week. OCCs will direct the operations and maintenance (O&M) of their designated services, systems, networks, and equipment, providing proactive response and problem resolution.  OCCs will have remote monitoring, control, diagnostics, and certification capabilities.

��SLS43�OCCs co-ordinate O&M activities with Air Traffic management facilities within their domain, other OCCs, and the NOCC.  OCCs oversee and direct SOCs and WCs within their domain using NIMS to ensure optimal utilization of personnel and resources. OCCs perform analysis and planning functions to ensure customer needs are met in a cost effective manner.

��SLS44�OCCs will be capable of assuming the activities of adjacent OCCs and the NOCC during load shedding, inoperable operations, and other circumstances.

��SLS2657�1.2.4.3  Service Operations Centers (SOCs).��SLS2658�SOC specialists have the primary role of providing an AF point of contact to promote the efficient and effective delivery of service at high impact NAS facilities (ARTCCs, large TRACONs, and designated ATCTs).

��SLS2804�SOCs will provide local control of infrastructure resources within their boundaries. This will include fault identification, fault mitigation, diagnostics, corrective and preventive maintenance, and certification activities.

��SLS45�1.2.4.4  Work Centers (WCs).��SLS46�WC specialists provide on-site O&M of the NAS infrastructure. WCs are responsible for routine O&M activities in specific geographical areas and for other activities as directed from OCCs. WCs are staffed with an appropriately skilled workforce. When problems cannot  be resolved remotely from OCCs, WC personnel are dispatched to the site by the OCC to take corrective action. WCs may be fixed or mobile. Field service personnel will co-ordinate with the OCCs via voice and data communications. WCs will have remote control, diagnostics, and certification capabilities.

��SLS2805�1.2.5  NIMS Capability.��SLS2806�The functional capability provided by NIMS will include:

��SLS2813�Operational Configuration Management for the recording of the existence of NAS infrastructure resources, the attributes of those resources, the relationships between the resources, and for managing their operational configuration.

��SLS2812�Monitoring and Control for the monitoring of changes in status of the infrastructure resources (for example, detection of alarms and alerts) as well as initiating control action on the resources or associated attribute.

��SLS2811�Fault Management for the detecting, isolating, and correcting of faults within the NAS infrastructure.

��SLS2810�Performance Management for the capturing, quantifying, analyzing, measuring, and reporting on error levels, responsiveness, availability, and utilization of NAS components, subsystems, services, and the NAS as a whole.

��SLS2809�Event Management for the tracking and resolving of scheduled and unscheduled events or other activities that affect the NAS infrastructure.

��SLS2808�Workforce Management for the locating and directing of the resources necessary for conducting NAS infrastructure maintenance activities.

��SLS2807�Resource Management for the recording and accessing of information needed to assess the cost of maintaining and operating the components of the NAS infrastructure. 

��SLS9�1.2.6  System Architecture. ��SLS10�The NIMS architecture is a set of physical and logical components, connections (interfaces), and constraints that define NIMS. The NIMS architecture is intended to be flexible to support an iterative, evolutionary development process in which changing operational needs, the advent of new technologies and standards, and changes in the role of automation in the mission decision-making process result in changes to the system design. The goal of the architecture design is to ensure that new technologies and standards can be inserted into the baseline while enforcing program conformance to an agreed-upon set of technologies and standards. The value of the NIMS architecture is that it will assist the FAA in managing the evolution of NIMS, and it will assist the system developer and integrator in bounding the set of system solutions that will meet users’ needs.

��SLS11�The NIMS architecture requirements overlay the three-tiered management hierarchy defined for NIMS:  ��SLS12�A single National Operations Control Center (NOCC) with oversight of the delivery of end-to-end NAS infrastructure services;��SLS13�Multiple Operations Control Centers (OCCs), each responsible for a subset of NAS infrastructure services and the resources that provide them; and��SLS14�Multiple Service Operations Centers (SOCs) and Work Centers (WCs) for the organization and dispatch of field maintenance activities.

��SLS15�1.2.6.1  NIMS Computing Architecture.��SLS16�The computing architecture will consist of hardware/software systems dedicated to NAS infrastructure management functions, as well as components of other NAS end-systems that provide remote monitoring and control capabilities for those systems.

��SLS17�NIMS will provide an open system environment based on industry and international standards, with maximum use of commercial off-the-shelf (COTS)/non-development item (NDI) hardware and software. This open system environment will support: ��SLS3114�Reassignment of information management domains and the reallocation of their management responsibility,��SLS3113�Rearrangement in backup or fold-down needs, and ��SLS3112�Consolidation or expansion of the number of OCCs, SOCs and WCs. 

��SLS3111�The NIMS architecture will allow the OCCs to be remotely accessed from other FAA facilities and allow the WCs to send data simultaneously to primary and designated secondary OCCs.

��SLS18�NIMS will be modular in nature to allow for extensions that will support new functionality, devices, applications, and information, and will be extensible and scaleable to accommodate increases in users, monitored networks and subsystems, and monitored parameters. 

��SLS19�NIMS will use common hardware and software platforms in comparable NIMS facilities (NOCC/OCCs/SOCs/WCs). There will be a standard system architecture for all of the OCCs.

��SLS20�1.2.6.2  NIMS Information Architecture.��SLS21�The NIMS information architecture provides a complete representation of the NAS configuration, the operational state of all managed NAS systems and components, alarm and event management information, information describing the services provided by the NAS infrastructure, managed by contractors or NAS leased services, and any other information needed to manage the NAS infrastructure effectively and efficiently.

��SLS22�The NIMS information architecture will be based on the Open Systems Interconnection (OSI) model.

��SLS23�NIMS will be based on shared databases residing at the NOCC, OCCs, SOCs, and WCs. Characteristics of the NIMS databases include:��SLS24�Use of COTS database management system (DBMS) products.��SLS25�Enforced access controls.��SLS26�Features to preclude database single points of failure.��SLS27�Logging and archiving functions.��SLS28�The ability to access data using standard queries.

��SLS29�1.2.6.3  NIMS Communications Architecture.��SLS30�NIMS communications architecture is made up of wide area networks (WANs), local area networks (LANs), and interconnecting systems. It provides the capability for NIMS to communicate directly within NIMS (NOCC/OCCs/SOCs/WCs), as well as with the NAS infrastructure end systems.

��SLS31�The NIMS communications architecture will provide routing of NAS infrastructure management information to any management node.

��SLS32�NIMS will use current FAA voice and data services to the greatest extent practical.

��SLS33�NIMS will support a variety of communications capabilities for mobile field personnel (e.g., land line, the National Radio Communications System [NARACS], personal computers [PCs], cellular phone, satellite communication, etc.).

��SLS47�1.2.7  Intended Life Cycle.  ��SLS48�NIMS is an operations and maintenance program, hence, there is no definite ‘end state’ or overall life-cycle period.  Intended life-cycle of subsystems and components will be defined on a case by case basis. For planning purposes, it is assumed that the life cycle for personal computers will be 3 years, servers 5 years, and platforms 7 years. NIMS will utilize standard open system hardware and software to the greatest extent to maximize modularity, scalability and portability, thereby minimizing technology refresh costs.

��SLS49�1.3  Document Overview.  ��SLS50�This NIMS SLS is organized into 5 sections:

��SLS2711�Section 1 provides a system overview of NIMS and provides the context of projected operational use.��SLS51�Section 2 provides explicit references for any documentation cited within this specification.  ��SLS52�Section 3 sets forth the requirements for NIMS including:��SLS53�NIMS Functional Domains (3.1)��SLS54�System Capabilities (3.2)��SLS55�System External Interfaces (3.3)��SLS56�NIMS Internal Interfaces (3.4)��SLS57�System Internal Data (3.5) (Not Applicable)��SLS58�Adaptation (3.6)��SLS59�Safety (3.7)��SLS60�Physical Security (3.8) (Not Applicable)��SLS61�System Environment (3.9)��SLS62�Computer Resources (3.10)��SLS63�System Quality Factors (3.11)��SLS64�Design And Construction (3.12)��SLS65�Personnel-Related Requirements (3.13) (Not Applicable)��SLS66�Training (3.14) (Not Applicable)��SLS67�Logistics-Related Requirements (3.15)��SLS68�Installation and Transition (3.16)��SLS71�Section 4 identifies the Quality Assurance provisions. ��SLS73�Section 5 contains the Acronyms and Abbreviations and the Glossary of Terms. All terms used in this specification are to be interpreted according to the definitions provided in the Glossary of Terms.

��

SLS3033�Notes.

The Verification Requirements Traceability Matrix (VRTM) is included in section 3.



Parenthetical numbers following some “shalls” is section 3 indicate the number of discrete requirements contained within the statement.
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SLS74�2  REFERENCED DOCUMENTS.��SLS75�2.1  Specifications, Standards, and Publications.  ��SLS76�The following documents form a part of this specification to the extent specified herein. Secondary references, or those documents referenced by documents contained in this section, also form a part of this specification to the extent specified by applicable sections of the documents referenced directly in this section.

��SLS77�2.1.1  FAA Specifications.  ��SLS78�FAA-E-2911		NAS System Level Specification for Managed Subsystems, February 10, 1998, 				Draft��SLS3073�FAA-G-2100F		Electronic Equipment, General Requirements, November 15, 1993

��SLS79�2.1.2  FAA Standards.  ��SLS80�FAA-STD-039b:1996	NAS Open Systems Architecture and Protocols

��SLS82�2.1.3  FAA Publications.  ��SLS83�FAA Strategic Plan, 1995��SLS2671�FAA-HDBK-002:1997  	FAA Systems Management Handbook��SLS84�Airway Facilities Concept of Operations for the Future, March 1995��SLS3034�Concept of NAS Infrastructure Operations and Maintenance, October 1997��SLS85�Airway Facilities Environmental and Safety Compliance Program Operational Plan, 1994��SLS86�Airway Facilities Strategic Plan, 1994��SLS3035�Operational Requirements Document, March 1997��SLS87�Federal Aviation Administration Telecommunications Strategic Plan, 1994��SLS88�An Operational Concept for System Operations and Supportability��SLS90�Airway Facilities Information Resources Management Functional Plan, November 1993��SLS91�Human Factors Design Guide, January 15, 1996��SLS92�FAA System Safety Handbook (Draft)��SLS2569�FAA Logistics Center Strategic Plan��SLS2680�Business Plan for National Telecommunications Service Management (TSM) Element in the OCC Environment, November 5, 1996��SLS2681�Telecommunications Service Management (TSM) Transition Plan, Draft, Version 2.0, December 8, 1997

��SLS93�2.1.4  FAA Orders.  ��SLS94�FAA Order 1600.54b	FAA Automated Information System Security Handbook��SLS2634�FAA Order 1666		Telecommunication and Information System Security Policy��SLS3015�FAA Order 7930.2F	Notices to Airmen (NOTAMs) ��SLS3014�FAA Order 6000.48 	General Maintenance Handbook for Automated Logging ��SLS3013�FAA Order 6000.15C 	General Maintenance Handbook for Airways Facilities ��SLS3012�FAA Order 6000.5C 	Facilities, Service, and Equipment Profiles ��SLS3096�FAA Order 6000.30B	Policy for Maintenance of the National Airspace System (NAS) Through the 				Year 2000��SLS3097�FAA Order 6000.40	Monitoring Policy for the Maintenance Control Center (MCC) for the National 				Airspace System (NAS)��SLS3098�FAA Order 6090.1A	Development and Implementation of Remote Monitoring Subsystems (RMS) 				Within the National Airspace System��SLS3133�FAA Order 6040.6E	AF NAS Technical Evaluation Program��SLS3134�FAA Order 6040.15C	National Airspace Performance Reporting System (NAPRS)��SLS3099�FAA Order 6000.50A	Airway Facilities National Airspace System Operations Handbook

��SLS97�2.1.5  Military Standards.  ��SLS98�MIL-STD-498 		Software Development and Documentation Standard, December 4, 1994��SLS2559�MIL-STD-1472D	Human Engineering Design Criteria for Military Systems, Equipment and 

         and Note 2 	Facilities, September 23, 1992  

��SLS106�2.1.6  Federal Standards.  ��SLS2851�FIPS PUB 119		Ada Language Processors, March 13, 1995��SLS122�FIPS PUB 146-2		Profiles for Open System Internet working Technology (POSIT), May 1995��SLS123�FIPS PUB 151-2		Portable Operating System Interface (POSIX) for Computer System Application 			Program Interface (C Language), May 1993��SLS2635�FIPS PUB 158-1		User Interface Component of the Application Portability Profile, October 8, 				1993��SLS2852�FIPS PUB 160		C Language Processors, August 24, 1992��SLS124�FIPS PUB 179-1		Government Network Management Profile (GNMP), 	May 1995

��SLS113�2.1.7  Industry Standards.  ��SLS114�ISO 9001 		Quality Systems - Model for Quality Assurance in Design, Development, 				Production, Installation and Servicing, 1994��SLS115�ISO 9000-3		Quality Management and Quality Assurance Standard: Part3: Guidelines for the 				Application of ISO 9001 to the Development, Supply, and Maintenance of 				Software, 1993��SLS2636�UL1950			Underwriters Laboratory Standards for Safety of Information Technology 				Equipment, Including Electrical Business Equipment, July 1, 1997��SLS2637�ANSI/EIA 310-D, 	Racks, Panels, and Associated Equipment, August 24, 1997��SLS2638�NFPA 70		National Electrical Code, 1996

��SLS120�2.1.8  Other Documents.  ��SLS2640�NAS-IR-51070000    	NAS Infrastructure Management System Manager/Managed Subsystem 				Interface Requirements Document, May 28, 1997��SLS2641�NAS-IC-51070000-1  	NAS Infrastructure Management System Manager/Managed Subsystem Using 				the Simple Network Management Protocol Version 1 (SNMPv1) Interface 				Control Document, July 22, 1997��SLS2642�NAS-IC-51070000-2  	NAS Infrastructure Management System Manager/Managed Subsystem Using 				the Simple Network Management Protocol Version 2 (SNMPv2) Interface 				Control Document (Future)��SLS2643�NAS-IC-51070000-3  	NAS Infrastructure Management System Manager/Managed Subsystem Using 				the Common Management Information Protocol (CMIP) Interface Control 				Document (Future)��SLS3074�Internet Engineering Task Force (ETF) Request for Comments (RFC) 1825-1829

��SLS126�2.2  Precedence of Documents.  ��SLS127�When the requirements of this document and referenced applicable documents are in conflict, this document shall have precedence over all documents referenced herein.

��SLS128�2.3  Availability of Documents.  ��SLS129�Government documents not included herewith may be obtained from the NAS Documents Office (ACM-620B) located at the FAA William J. Hughes Technical Center, Atlantic City Airport, New Jersey 08405.����

VM��VM = Verification Method,  where A = Analysis; D = Demonstration; I = Inspection; and T = Test

���

SLS131�3  REQUIREMENTS.���SLS132�3.1  NIMS Functional Domains.���SLS133�3.1.1  System Input.���SLS134�NIMS shall accept input in accordance with the requirements of section 3.2.1, NIMS Input Requirements.

���SLS135�3.1.2  Infrastructure Management Functionality.  ���SLS136�NIMS infrastructure monitoring and control functionality shall operate as specified in section 3.2.2, NIMS Infrastructure Management Requirements. 

���SLS137�3.1.3  System Support Functionality.���SLS138�NIMS support functionality shall operate as specified in section 3.2.3, NIMS Support Function Requirements.

���SLS139�3.1.4  Display Functionality.���SLS140�NIMS display functionality shall be in accordance with the requirements specified in section 3.2.4, NIMS Display and User Interaction Requirements.

���SLS141�3.1.5  System Performance.  ���SLS142�NIMS system performance shall conform to the requirements specified in section 3.2.5, NIMS Performance Requirements, while maintaining the resource reserves specified in section 3.10, Computer Resources.  

���SLS143�3.2  System Capabilities.���SLS144�3.2.1  NIMS Input Requirements.���SLS145�3.2.1.1  Managed Subsystems.���SLS146�3.2.1.1.1  Communications Links.���SLS147�NIMS shall maintain electronic communications links with designated NAS subsystems in accordance with the requirements of section 3.3, NIMS External Interfaces.

���SLS148�3.2.1.1.2  Receipt of Status Data.���SLS149�NIMS shall (4) obtain equipment status data from the following types of managed NAS subsystems:��T�SLS152�Subsystems which provide status data to the Maintenance Processor Subsystem (MPS). ��T�SLS153�Subsystems which directly export data in proprietary communication protocol formats.��T�SLS154�Subsystems which directly export data using embedded interface agents employing open system environment communication protocol formats.��T�SLS155�Subsystems which directly export data employing open system environment communication protocol formats.

���SLS156�3.2.1.2  Other Data Systems.���SLS157�3.2.1.2.1  Importing of Data.���SLS158�NIMS shall maintain communications links with other information systems which maintain data required by NIMS to perform in accordance with the requirements of this document and as specifically designated in section 3.2.3.2, Data Exchange.

���SLS159�3.2.1.2.2  Data System Links.��T�SLS160�NIMS shall utilize FAA-provided communications networks.

���SLS161�3.2.1.3  User Input.���SLS162�3.2.1.3.1  Local User Input.��T�SLS163�NIMS shall receive input data manually entered by operating personnel located in the NOCC, OCCs, SOCs, and WCs via input devices and file transfers.

���SLS164�3.2.1.3.2  Remote Access to System Capabilities.��T�SLS165�Remote NIMS users not located in the NOCC, OCCs, and SOCs/WCs shall have access to full system capabilities appropriate for the performance of assigned duties.��T�SLS2682�NIMS shall provide the tools for remote users not located in the NOCC, OCCs, and SOCs/WCs to perform authorized NIMS functions while in the disconnected mode.���

SLS166�

3.2.1.3.3  Remote User Communications Links.���SLS167�NIMS shall (8) support data input from remote users over the following types of communications links:��T�SLS168�Dial-up commercial telecommunications land-based circuits from locations separate from any NAS facility.��T�SLS169�Public data networks such as the Internet (via appropriate secure gateways).��T�SLS170�Dial-up land-based circuits from NAS facilities.��T�SLS171�Bridging into existing communications links between NIMS and managed subsystems.��T�SLS172�Cellular telecommunications circuits.��T�SLS173�Satellite telecommunications circuits.��T�SLS174�All  FAA-owned telecommunications networks.��T�SLS175�All FAA-leased telecommunications networks.

���SLS177�3.2.1.3.4  Remote User Input.��T�SLS178�NIMS shall accept, process, and integrate data received from remote authorized users.

���SLS179�3.2.1.4  Other NIMS Facilities.���SLS180�3.2.1.4.1  Service Data.��T�SLS181�Service data shall be exchanged among the NOCC, all OCCs, all SOCs, and all WCs.

���SLS182�3.2.1.4.2  Operational Management Information.��T�SLS183�Operational management information shall be exchanged between the NOCC, OCCs, SOCs, and WCs.

���SLS184�3.2.1.4.3  Electronic Messaging.��T�SLS185�NIMS shall provide embedded electronic messaging (for example, chat) by which any NIMS user located in the NOCC, OCCs, SOCs, any WC, and remote site can communicate with any other NIMS user located in the NOCC, OCCs, SOCs, any WC, and any remote site.��T�SLS3095�NIMS shall provide embedded electronic mail by which any NIMS user located in the NOCC, OCCs, SOCs, any WC, and remote site can communicate with any other NIMS user located in the NOCC, OCCs, SOCs, any WC, and any remote site.

���SLS186�3.2.2  NAS Infrastructure Management Requirements. ���SLS187�3.2.2.1  NAS Modeling.���SLS188�3.2.2.1.1  NAS Infrastructure Resource Relationships.���SLS189�NIMS shall (9) model NAS infrastructure services, to include, as a minimum, the following: ��D�SLS190�NAS infrastructure services, system, subsystems, and equipment as resources for the providing of NAS services.��D�SLS193�Relationships between NAS infrastructure services, system, subsystems, and equipment and the providing of specific NAS services.��D�SLS3063�Complex relationships between the NAS infrastructure and NAS services, to include the supporting of multiple NAS services by a single infrastructure resource.��D�SLS3062�Complex relationships in which combinations of infrastructure resources, to include communications equipment and circuits, support a NAS service or combination of services. ��D�SLS3061�Complex relationships in which all levels of infrastructure indenture are modeled, down to the lowest replaceable unit (LRU) level.��D�SLS192�Relationships between and among infrastructure subsystems and subsystem modules, to include the identification of specific features of subsystem capability and/or capacity impacted by loss of specific infrastructure resources.��D�SLS191�Relationships relating to equipment redundancy, both between subsystems and within subsystems.��D�SLS3064�Impact analysis of infrastructure failures on the providing of NAS services, to include the priority ranking of corrective maintenance to restore failed infrastructure resources.��D�SLS2405�Identification of operational reconfiguration actions to restore any NAS services impacted by infrastructure failure.�������SLS3060�3.2.2.1.2  Service Analysis.���SLS3068�NIMS shall (3) perform the following analyses, as a minimum, in support of NAS service management:��D�SLS3067�Impact analysis of infrastructure failures on the providing of NAS services, to include the priority ranking of corrective maintenance to restore failed infrastructure resources.��D�SLS3066�Predictive analysis to identify the impacts of projected/scheduled maintenance actions and NAS modifications.��D�SLS3065�Operational configuration optimization analysis to provide the highest attainable level of NAS service during periods of infrastructure resource loss, to include fallback analysis in which a subsystem of lesser capability and/or capacity may be temporarily substituted for a failed subsystem.

���SLS252�3.2.2.1.3  Criticality Level.��D�SLS253�NIMS shall associate a criticality level with each NAS infrastructure service.��D�SLS254�NIMS shall associate a criticality level with each monitored NAS infrastructure resource as a function of the criticality level of the NAS infrastructure service(s) it supports. ��T�SLS255�NIMS shall associate a NAS criticality level with each monitored NAS infrastructure resource, as a function of its relationship to other NAS infrastructure resources.  ��T�SLS256�NIMS shall provide the tools to assign the criticality level for each monitored NAS infrastructure resource.��T�SLS257�NIMS shall automatically reset the criticality level of a monitored NAS infrastructure resource, based on the values of attributes of related NAS infrastructure resources and other conditions monitored by NIMS, such as loss of redundancy, concurrent events, changing criticality of operations, and changing weather conditions.��T�SLS258�NIMS shall provide the tools to define the combination of monitored NAS infrastructure resources, monitored conditions, related NAS infrastructure resource attributes, and associated value ranges that are used to set the NAS criticality level.

���SLS272�3.2.2.1.4  Creating, Modifying, and Deleting Relationships Between NAS Infrastructure Resources.��T�SLS273�NIMS shall provide the tools to add, modify, and delete relationships between NAS infrastructure resources.��T�SLS275�NIMS shall identify impacts to the NAS model caused by user-directed relationship changes.��T�SLS274�NIMS shall make all changes impacted by authorized user-directed relationship changes.��T�SLS276�NIMS shall provide the tools to replace resource relationships without impacting defined relationships between resources.��T�SLS2406�NIMS shall provide an “UNDO” feature to restore user directed relationship changes through at least the previous two changes.

���SLS277�3.2.2.2  NAS Monitoring.���SLS2423�3.2.2.2.1  NAS Infrastructure Monitoring.���SLS279�3.2.2.2.1.1  NAS Infrastructure Services.��T�SLS280�NIMS shall monitor the status of NAS infrastructure services from any NIMS location.��T�SLS2420�NIMS shall monitor the performance of NAS infrastructure services from any NIMS locations.��T�SLS3028�NIMS shall permit multiple users at a time to monitor NAS infrastructure services.

���SLS281�3.2.2.2.1.2  NAS Infrastructure Systems.��T�SLS2421�NIMS shall monitor the status of NAS infrastructure systems from any NIMS location.��T�SLS282�NIMS shall monitor the performance of NAS infrastructure systems from any NIMS location.��T�SLS3027�NIMS shall permit multiple users at a time to monitor NAS infrastructure systems.

���SLS292�3.2.2.2.1.3  NAS Infrastructure Subsystems and Equipment.��T�SLS294�NIMS shall monitor the status of NAS infrastructure subsystems and equipment from any NIMS location.��T�SLS2422�NIMS shall monitor the performance of NAS infrastructure subsystems and equipment from any NIMS location.��T�SLS3026�NIMS shall permit multiple users at a time to monitor NAS infrastructure subsystems and equipment.

���SLS278�3.2.2.2.2  Other NAS Monitoring.���SLS2427�3.2.2.2.2.1  NIMS.��T�SLS284�NIMS shall monitor the status of NIMS from any NIMS location.��T�SLS2428�NIMS shall monitor the performance of NIMS from any NIMS location.��T�SLS3025�NIMS shall permit multiple users at a time to monitor NIMS resources.

���SLS287�3.2.2.2.2.2  Interfaces.��T�SLS288�NIMS shall monitor the heartbeat of interfaces from any NIMS location.��T�SLS2429�NIMS shall monitor the performance of interfaces from any NIMS location.��T�SLS3024�NIMS shall permit multiple users at a time to monitor interfaces.

���SLS290�3.2.2.2.2.3  Non-FAA Services.��T�SLS2430�NIMS shall monitor the status of services supplied by non-FAA providers from any NIMS location.��T�SLS2431�NIMS shall monitor the performance of services supplied by non-FAA providers from any NIMS location.��T�SLS3023�NIMS shall permit multiple users at a time to monitor services supplied by non-FAA providers.

���SLS2432�3.2.2.2.3  Data Acquisition.���SLS2433�3.2.2.2.3.1  Automatic Status Data Acquisition.��D�SLS337�NIMS shall identify the available attributes of NAS infrastructure resources to be automatically requested.��D�SLS2434�NIMS shall identify the available attributes of NIMS to be automatically requested.��D�SLS2435�NIMS shall identify the available attributes of interfaces to be automatically requested.��D�SLS2436�NIMS shall identify the available attributes of services supplied by non-FAA providers to be automatically requested.��D�SLS318�NIMS shall identify the periodicity of automatic status requests for each NAS infrastructure resource.��D�SLS2437�NIMS shall identify the periodicity of automatic status requests for NIMS.��D�SLS2438�NIMS shall identify the periodicity of automatic status requests for each interface.��D�SLS2439�NIMS shall identify the periodicity of automatic status requests for each service supplied by a non-FAA provider.��T�SLS317�NIMS shall automatically request the status of NAS infrastructure resources on a periodic, adaptable basis, as defined by authorized users. ��T�SLS2440�NIMS shall automatically request the status of NIMS on a periodic, adaptable basis, as defined by authorized users.��T�SLS2441�NIMS shall automatically request the status of interfaces on a periodic, adaptable basis, as defined by authorized users.��T�SLS2442�NIMS shall automatically request status of services supplied by non-FAA providers on a periodic, adaptable basis, as defined by authorized users.��T�SLS296�NIMS shall automatically collect status notifications from NAS infrastructure resources.��T�SLS2443�NIMS shall automatically collect status notifications from NIMS.��T�SLS2444�NIMS shall automatically collect status notifications from interfaces. ��T�SLS2445�NIMS shall automatically collect status notifications from services supplied by non-FAA providers.��T�SLS2446�NIMS shall record the date and time of receipt of status notifications from NAS infrastructure resources.��T�SLS2447�NIMS shall record the date and time of receipt of status notifications from NIMS.��T�SLS2448�NIMS shall record the date and time of receipt of status notifications from interfaces.��T�SLS2449�NIMS shall record the date and time of receipt of status notifications from services supplied by non-FAA providers.��T�SLS2450�NIMS shall report an error condition when the response to an automatic status request is not received within the number of update cycles defined by authorized users.

���SLS2452�3.2.2.2.3.2  Data Acquisition by User Request.��I�SLS333�NIMS shall identify the available attributes of NAS infrastructure resources to be explicitly requested.��I�SLS2453�NIMS shall identify the available attributes of NIMS to be explicitly requested.��I�SLS2454�NIMS shall identify the available attributes of interfaces to be explicitly requested.��I�SLS2458�NIMS shall identify the available attributes of services supplied by non-FAA providers to be explicitly requested.��T�SLS332�NIMS shall request the data of selected attributes of NAS infrastructure resources, when requested by authorized users.��T�SLS2455�NIMS shall request the data of selected attributes of NIMS, when requested by authorized users.��T�SLS2459�NIMS shall request the data of selected attributes of interfaces, when requested by authorized users.��T�SLS2460�NIMS shall request the data of selected attributes of services supplied by non-FAA providers, when requested by authorized users.��T�SLS334�NIMS shall receive data responses of all explicitly requested attributes of NAS infrastructure resources. ��T�SLS2461�NIMS shall receive data responses of all explicitly requested attributes of NIMS. ��T�SLS2462�NIMS shall receive data responses of all explicitly requested attributes of interfaces.��T�SLS2463�NIMS shall receive data responses of all explicitly requested attributes of services supplied by non-FAA providers.��T�SLS2464�NIMS shall record the date and time of receipt of data responses of all explicitly requested attributes of NAS infrastructure resources.��T�SLS2465�NIMS shall record the date and time of receipt of data responses of all explicitly requested attributes of NIMS.��T�SLS2466�NIMS shall record the date and time of receipt of data responses of all explicitly requested attributes of interfaces.��T�SLS2467�NIMS shall record the date and time of receipt of data responses of all explicitly requested attributes of services supplied by non-FAA providers.��T�SLS2468�NIMS shall report an error condition when the response to an explicit data request is not received within the number of update cycles defined by authorized users.��T�SLS347�For NAS infrastructure resources that can not report attribute data, NIMS shall derive the data from other NAS infrastructure resources and manually entered data.��T�SLS2469�For NAS infrastructure resources that can not report attribute data, NIMS shall report attribute data from derived and manually entered data.��T�SLS2470�NIMS shall identify derived and manually entered attribute data.

���SLS2471�3.2.2.2.3.3  Periodic Data Acquisition.��D�SLS2472�NIMS shall identify the available attributes of NAS infrastructure resources to be updated periodically.��D�SLS2473�NIMS shall identify the available attributes of NIMS to be updated periodically.��D�SLS2474�NIMS shall identify the available attributes of interfaces to be updated periodically.��D�SLS2478�NIMS shall identify the available attributes of services supplied by non-FAA providers to be updated periodically.��D�SLS343�NIMS shall identify the periodicity of periodic data requests for each NAS infrastructure resource.��D�SLS2481�NIMS shall identify the periodicity of periodic data requests for NIMS.��D�SLS2482�NIMS shall identify the periodicity of periodic data requests for each interface.��D�SLS2483�NIMS shall identify the periodicity of periodic data requests for each service supplied by a non-FAA provider.��T�SLS2484�NIMS shall request the data of selected attributes of NAS infrastructure resources on an adaptable, periodic basis, as defined by authorized users.��T�SLS2485�NIMS shall request the data of selected attributes of NIMS on an adaptable, periodic basis, as defined by authorized users.��T�SLS2486�NIMS shall request the data of selected attributes of interfaces on an adaptable, periodic basis, as defined by authorized users.��T�SLS2487�NIMS shall request the data of selected attributes of services supplied by non-FAA providers, on an adaptable, periodic basis, as defined by authorized users.��T�SLS297�NIMS shall receive data responses of all periodically requested attributes of NAS infrastructure resources.��T�SLS2488�NIMS shall receive data responses of all periodically requested attributes of NIMS.��T�SLS2489�NIMS shall receive data responses of all periodically requested attributes of interfaces.��T�SLS2490�NIMS shall receive data responses of all periodically requested attributes of services supplied by non-FAA providers.��T�SLS2491�NIMS shall record the date and time of receipt of data responses of all periodically requested attributes of NAS infrastructure resources.��T�SLS2492�NIMS shall record the date and time of receipt of data responses of all periodically requested attributes of NIMS.��T�SLS2493�NIMS shall record the date and time of receipt of data responses of all periodically requested attributes of interfaces.��T�SLS2494�NIMS shall record the date and time of receipt of data responses of all periodically requested attributes of services supplied by non-FAA providers.��T�SLS2495�NIMS shall report an error condition when the response to a periodic data request is not received within the number of update cycles defined by authorized users.

���SLS2497�3.2.2.2.4  Attributes.���SLS305�3.2.2.2.4.1  Operating Status/Condition Status.��T�SLS306�NIMS shall monitor the operating status/condition status of NAS infrastructure resources.��T�SLS313�NIMS shall detect any change of operating status/condition status. ��T�SLS314�NIMS shall report changes to monitored operating status/condition status conditions.��T�SLS3029�NIMS shall identify the lowest replaceable unit (LRU) associated with a reported change in operating status/condition status.��T�SLS315�NIMS shall derive the operating status/condition status from other NAS infrastructure resources and from manually entered data for NAS infrastructure resources that cannot automatically report their operating status/condition status.��T�SLS2500�NIMS shall report the operating status/condition status.��T�SLS2501�NIMS shall identify derived and manually entered operating status/condition status data. ��T�SLS3075�NIMS shall translate operating status and condition status into a common computer-human interface (CHI) for presentation to the user.

���SLS319�3.2.2.2.4.2  Administrative State.��T�SLS320�NIMS shall monitor the administrative state of NAS infrastructure resources.��T�SLS326�NIMS shall derive the administrative state from other NAS infrastructure resources and from manually entered data for NAS infrastructure resources that can not automatically report their administrative state.��T�SLS2503�NIMS shall identify derived and manually entered administrative state data.

���SLS2967�3.2.2.2.4.3  Availability Status.��T�SLS3022�NIMS shall monitor the availability status of NAS infrastructure resources.��T�SLS3021�NIMS shall detect any change in availability status.��T�SLS3020�NIMS shall report availability status.��T�SLS3019�NIMS shall derive the availability status from other NAS infrastructure resources and from manually entered data for NAS infrastructure resources that cannot automatically report their availability status.��T�SLS3018�NIMS shall translate differing availability status conditions into a common CHI presentation to the user.��T�SLS245�NIMS shall identify the Not Available status to the LRU level for NAS infrastructure services, systems, subsystems, and resources.��T�SLS2615�NIMS shall identify the Available status to the LRU level for NAS infrastructure services, systems, subsystems, and resources.

���SLS327�3.2.2.2.4.4  Type.��T�SLS328�NIMS shall receive the types of attribute values of NAS infrastructure resources specified in the applicable interface documents (e.g., IRD, ICD, IDD) for each NAS infrastructure resource.

���SLS420�3.2.2.3  NAS Control.���SLS358�3.2.2.3.1  NAS Infrastructure Control.���SLS359�3.2.2.3.1.1  NAS Infrastructure Services.��T�SLS2504�NIMS shall control NAS infrastructure services from any NIMS location.

���SLS2505�3.2.2.3.1.2  NAS Infrastructure Systems.��T�SLS361�NIMS shall control NAS infrastructure systems from any NIMS location.

���SLS2683�3.2.2.3.1.3  NAS Infrastructure Subsystems and Equipment.��T�SLS2684�NIMS shall control NAS infrastructure subsystems and equipment from any NIMS location.

���SLS2507�3.2.2.3.2  Other Control.���SLS2508�3.2.2.3.2.1  NIMS.��T�SLS2510�NIMS shall control NIMS resources from any NIMS location.

���SLS2511�3.2.2.3.2.2  Interfaces.��T�SLS2512�NIMS shall control interfaces from any NIMS location.

���SLS2513�3.2.2.3.2.3  Non-FAA Provider Services.��T�SLS2514�NIMS shall control services supplied by non-FAA providers from any NIMS location.

���SLS363�3.2.2.3.3  Control Authority.��T�SLS364�NIMS shall permit one authorized user at a time to control a NAS infrastructure service.��T�SLS2515�NIMS shall permit one authorized user at a time to control a NAS infrastructure system.��T�SLS2516�NIMS shall permit one authorized user at a time to control a NAS infrastructure subsystem or equipment.��T�SLS2517�NIMS shall permit one authorized user at a time to control a NIMS resource.��T�SLS2518�NIMS shall permit one authorized user at a time to control an interface.��T�SLS2519�NIMS shall permit one authorized user at a time to control a service supplied by a non-FAA provider.��T�SLS3137�NIMS shall identify to other users/requesters who has control of any service, system, subsystem or equipment.��T�SLS366�NIMS shall permit an authorized user to relinquish control authority to another authorized user.��T�SLS2520�NIMS shall permit an authorized user to assume control authority when it is relinquished to the user.��T�SLS2521�NIMS shall permit an authorized user to assume control authority without it being relinquished.��T�SLS2522�NIMS shall prevent an authorized user with control authority from logging off until the user relinquishes control authority.

���SLS373�3.2.2.3.4  Control Commands.��I�SLS2506�NIMS shall identify the available control commands for each NAS infrastructure service.��I�SLS2523�NIMS shall identify the available control commands for each NAS infrastructure system.��I�SLS389�NIMS shall identify the available control commands for each NAS infrastructure subsystem and equipment.��I�SLS2526�NIMS shall identify the available control commands for each NIMS resource.��I�SLS2527�NIMS shall identify the available control commands for each interface.��I�SLS2528�NIMS shall identify the available control commands for each service supplied by non-FAA providers.��I�SLS2529�NIMS shall identify the available control commands for logged-on users, based on the access control policy.��T�SLS2719�NIMS shall validate control commands prior to transmission.��T�SLS409�NIMS shall send control commands to initiate actions.��T�SLS2531�NIMS shall send control commands to initiate diagnostic tests.��T�SLS2558�NIMS shall send control commands to initiate verification tests.��T�SLS2532�NIMS shall send control commands to initiate certification tests.��T�SLS2533�NIMS shall send control commands to selectively disable the flow of data from monitored resources.��T�SLS2534�NIMS shall send control commands to selectively enable the flow of data from monitored resources.��T�SLS2535�NIMS shall send control commands to change operational configurations of monitored resources.��T�SLS406�NIMS shall send control commands to change attribute values of the types specified in the applicable interface documents (e.g., IRD, ICD, and IDD).��T�SLS402�NIMS shall send control commands to change administrative states.��T�SLS414�NIMS shall execute all valid control commands.��T�SLS2776�NIMS shall report an error condition when invalid control commands are received.

���SLS2548�3.2.2.3.5  Control Command Scripting.��T�SLS2550�NIMS shall provide the tools to compose control commands.��T�SLS682�NIMS shall provide the tools to create a script of user selected control commands.��T�SLS2549�NIMS shall send control command scripts for managed resources.

���SLS408�3.2.2.3.6  Control Command Confirmation.��T�SLS2537�NIMS shall receive control command confirmations which indicate receipt of control commands.��T�SLS415�NIMS shall receive control command confirmations which indicate that commanded actions were initiated.��T�SLS2777�NIMS shall receive control command confirmations which indicate that commanded actions were effected and include, if applicable, the current value or state of the changed attribute.��T�SLS2538�NIMS shall receive control command confirmations which indicate the results of commanded actions.��T�SLS2545�NIMS shall associate control command confirmations with their original control commands.��T�SLS2546�NIMS shall record the date and time of receipt of control command confirmations.

���SLS421�3.2.2.4  Event Management.���SLS422�3.2.2.4.1  Event Identification.��I�SLS426�NIMS shall identify NAS infrastructure service events.��I�SLS2697�NIMS shall identify NAS infrastructure system events.��I�SLS2698�NIMS shall identify NAS infrastructure subsystem and equipment events.��I�SLS3039�NIMS shall identify interface events.��I�SLS3038�NIMS shall identify NIMS events.��I�SLS428�NIMS shall identify non-FAA provider service events.��I�SLS429�NIMS shall provide the tools for users to manually establish events in response to conditions in the NAS.��I�SLS432�NIMS shall provide the tools to establish  events in advance of their occurrence.

���SLS2685�3.2.2.4.2  Event Processing.���SLS2700�3.2.2.4.2.1  Lead NIMS Facility.��T�SLS3076�NIMS shall assign a lead NIMS facility for each NAS event.

���SLS2699�3.2.2.4.2.2  Event Translation.��T�SLS2709�NIMS shall translate received events of infrastructure resources into standard records.

���SLS447�3.2.2.4.2.3  Event Prioritization.��T�SLS448�NIMS shall assign a priority to each event identified based on a pre-established rule base.��T�SLS449�NIMS shall provide the tools with which to override and manually assign/change  a priority to individual events.

���SLS459�3.2.2.4.2.4  Event Reporting.��T�SLS461�NIMS shall provide user reporting when an alarm condition is detected. ��T�SLS463�NIMS shall provide user reporting when an alert condition is detected. ��T�SLS465�NIMS shall provide user reporting when a return-to-normal condition is detected. ��T�SLS469�NIMS shall provide user reporting when a state change occurs. ��T�SLS473�NIMS shall filter out redundant and duplicate reporting.��T�SLS3045�NIMS shall provide user reporting of events of interest.��T�SLS475�NIMS reporting data shall include the associated resource identification, date, and time stamp. ��T�SLS481�NIMS shall report an event based on its assigned priority.��T�SLS433�NIMS shall report local event information of national interest to all NIMS facilities.��T�SLS436�NIMS shall report events of local interest only at the facility which established the event.

���SLS437�3.2.2.4.2.5  Event Tracking.���SLS438�NIMS shall provide the tools to perform management, control, and recording of all NAS infrastructure maintenance actions, to include but not be limited to:��T�SLS439�(i)   Corrective and preventive maintenance.��T�SLS440�(ii)  New installations.��T�SLS441�(iii) Commissioning and decommissioning.��T�SLS442�(iv) Flight inspections and checks.��T�SLS443�(v)  Improvements.��T�SLS444�(vi) Co-ordination of facility/equipment downtime.��T�SLS3030�NIMS shall provide cross-referencing between present, previous, and planned maintenance, including associated workforce management, resource management, and planning information.

���SLS3102�3.2.2.4.2.6  Project Tracking.��T�SLS525�NIMS shall provide the tools to implement project tracking, planning, managing, and scheduling for NAS infrastructure operations activities.��T�SLS526�Event and project tracking functions shall be seamlessly integrated with associated workforce and resource management activities.��T�SLS527�NIMS shall provide the tools to plan, track, analyze, and report on each project’s activities and all related costs (e.g., labor, transportation, consumed goods, materials, and spares).��D�SLS2555�Project activities shall be date/time/user-stamped.��D�SLS2645�Project tracking and scheduling shall be integrated with other NAS events, such as, corrective maintenance, preventive maintenance, and inspections.

���SLS528�3.2.2.5  Fault Management.���SLS529�3.2.2.5.1  Alarm/Alert Generation.��T�SLS530�NIMS shall generate alarms and alerts based on the values of attributes of NAS infrastructure resources.��T�SLS531�Alarms and alerts shall be routed to the user workstation with primary control responsibility for the affected NAS infrastructure resource.��T�SLS2387�NIMS shall route alarms and alerts to logged-on user work stations based on predefined criteria.

���SLS533�3.2.2.5.2  Alarm/Alert Acknowledgement.��T�SLS3103�NIMS shall provide the tools for users to acknowledge alarms and alerts.��T�SLS534�NIMS shall dynamically update alarm and alert acknowledgement information.

���SLS535�3.2.2.5.3  Alarm/Alert Correlation.��T�SLS536�NIMS shall correlate outstanding alarms/alerts using the relationships defined in section 3.2.2.1, NAS Modeling.��T�SLS537�NIMS shall combine multiple alarms/alerts that are determined to be correlated (based on relationship information) into a single group alarm/alert that contains or points to all pertinent information about the individual alarms/alerts.

���SLS538�3.2.2.5.4  Alarm/Alert Escalation.��T�SLS539�NIMS shall escalate alarms and alerts based on a pre-defined set of rules. ��T�SLS540�NIMS shall escalate alarms and alerts to designated users.

���SLS541�3.2.2.5.5  Service Restoration.��T�SLS542�NIMS shall provide the tools to manage restoration of NAS services through predefined rules.��T�SLS543�NIMS shall allow modification of the predefined rules by authorized personnel.��T�SLS544�NIMS shall provide the tools to enable and disable automatic recovery.  ��T�SLS545�NIMS shall provide the tools to select automatic and manual transition from the off-line to the on-line state for any selected resource. 

���SLS546�3.2.2.5.6  Fault Diagnostics.���SLS547�3.2.2.5.6.1  Local and Remote Execution of Managed Subsystem Diagnostics.��T�SLS548�NIMS shall provide local and remote activation of managed NAS infrastructure resource embedded logic for fault correlation, diagnostics, isolation, and resolution.��T�SLS549�NIMS fault diagnostic capabilities for remotely managed NAS infrastructure resources shall possess the same capabilities as local diagnostics.

���SLS550�3.2.2.5.6.2  Execution of NIMS Fault Isolation Tests.��T�SLS551�NIMS shall provide pre-planned test control scripts for managed NAS infrastructure resources that do not possess embedded fault diagnostic capability.��T�SLS553�NIMS shall provide the tools to create, edit, and modify test scripts.��T�SLS552�NIMS shall provide the tools to execute pre-planned test control sequences. ��T�SLS554�NIMS shall automatically compare the results of executed tests with pre-defined test result patterns to determine whether the tested resource is operating correctly or incorrectly. ��T�SLS555�NIMS shall automatically isolate faults to the LRU level.

���SLS556�3.2.2.6  Performance Management.���SLS558�3.2.2.6.1  Comparison of Threshold Values.��T�SLS559�NIMS shall automatically compare current performance values of user selected NAS infrastructure resources to predefined threshold values.

���SLS560�3.2.2.6.2  Initiate Actions.  ��T�SLS561�NIMS shall provide the tools to automatically initiate actions to optimize performance based on predefined rules.��T�SLS2557�NIMS shall provide the tools to enable/disable automatic performance optimization.

���SLS562�3.2.2.6.3  Modification of Threshold Values.��T�SLS563�NIMS shall provide the tools for the modification of the predefined threshold values.

���SLS565�3.2.2.6.4  Resource Utilization.���SLS566�NIMS shall (2) analyze resource utilization data to:��A�SLS568�Identify changes in utilization factors.��A�SLS569�Identify instances of resource utilization outside of predefined limits.

���SLS570�3.2.2.6.5  Non-FAA Service Providers.���SLS571�NIMS shall (2) analyze data on the performance of services by non-FAA providers to:��A�SLS573�Identify changes in utilization factors.��A�SLS574�Identify instances of resource utilization outside of predefined limits.

���SLS575�3.2.2.6.6  External Interface Error Detection.��T�SLS576�NIMS shall calculate error counts for each external interface.��T�SLS580�NIMS shall compare the external interface error count with an adaptable threshold to detect an external interface failure. 

���SLS579�3.2.2.6.7  Problem Prediction.��D�SLS577�NIMS shall identify potential failures based on NAS performance analysis (e.g., a need for preventive maintenance or replacement).��D�SLS578�NIMS shall identify NAS infrastructure resources projected to have high fault potential.  

���SLS2686�3.2.2.7  Telecommunications Service Management (TSM).��D�SLS2688�NIMS shall provide the tools for telecommunications service management (TSM) in accordance with the implementation plans detailed in the Business Plan for National Telecommunications Service Management (TSM) Element in the OCC Environment, Revision #5 dated November 1996, and the Telecommunications Service Management (TSM) Transition Plan (draft) Version 2.0 dated December 8, 1997.

���SLS583�3.2.2.8  Maintenance Management.���SLS584�3.2.2.8.1  Event Ticketing.���SLS585�3.2.2.8.1.1  Event Ticket Generation.��T�SLS586�NIMS shall automatically generate and submit candidate event tickets when selected criteria are met for events.��T�SLS587�NIMS shall provide the tools to select the criteria by which NIMS automatically generates event tickets. ��T�SLS3140�NIMS shall provide the tools for entering, editing, and validating data into event tickets in accordance with FAA Orders 6000.5, 6040.6 and 6040.15.��T�SLS588�NIMS shall allow authorized users to manually generate and submit event tickets. ��T�SLS589�NIMS shall automatically generate and submit event tickets based upon activities from NIMS workforce scheduling tools.��T�SLS590�NIMS shall automatically create an event ticket for each NAS event requiring maintenance action.��T�SLS3040�NIMS shall provide the tools to create user-defined distribution lists.��T�SLS2644�NIMS shall route event tickets to user-defined distribution lists for review, approval, and reference.

���SLS591�3.2.2.8.1.2  Event Ticket Management.��T�SLS592�NIMS shall support user completion of event tickets through the presentation of default layouts and data entry forms using highlighted and labeled data fields.��T�SLS593�NIMS shall provide the tools to maintain the following information on event tickets, to include, but not be limited to, the following:��T�SLS594�(i)   Who is responsible.��T�SLS595�(ii)  When (times, dates, sequences, and dependencies).��T�SLS596�(iii) Event summary.��T�SLS597�(iv) Location.��T�SLS598�(v)  What approaches and methods are being used.��T�SLS599�(vi) Point of contact.��T�SLS600�(vii) What personnel and resources, including costs, are involved.��T�SLS601�NIMS shall automatically include on event tickets information regarding support resources needed to facilitate the referenced maintenance tasks (e.g., location, availability, etc.).��T�SLS602�NIMS shall link each event ticket to the event(s) which triggered the generation of the event ticket as well as to other events related to the processing, management, and correction of the original event, dynamically updating the links, until the event ticket is closed.��T�SLS603�NIMS shall automatically enter into the appropriate event ticket data field values derived from NIMS processes that detect, isolate, and correct managed subsystem problems, faults, conditions, and failures.��T�SLS604�NIMS shall provide the tools to automatically access full supporting data relative to an event and its event ticket through the selection of the graphical icon and the name or identifier of the affected resource, service, event, and event ticket.��T�SLS3138�NIMS shall record date/time stamp and user identification for each event update.��T�SLS3135�NIMS shall provide automatic editing and input error prevention of event tickets through the use of look-up tables from information provided in FAA Orders 6000.5 and 6040.15.��T�SLS3139�NIMS shall provide the tools for managing, completing, validating and closing data in event tickets in accordance with FAA Orders 6000.5, 6040.6, and 6040.15.��T�SLS605�NIMS shall update the event ticket as additional information is obtained from any authorized access point within the NAS. ��T�SLS3105�NIMS shall write protect each completed entry/action within each ticket.��T�SLS3037�NIMS shall write-protect closed tickets.��T�SLS3036�NIMS shall provide the tools to append additional information to a closed ticket. 

���SLS606�3.2.2.8.1.3  Event Ticket Assignment.��T�SLS607�NIMS shall propose assignment of event tickets based on predefined rules. ��T�SLS608�NIMS shall assign event tickets following assignment approval by authorized users in accordance with the requirements of section 3.2.2.8.2.7, Task Assignment.��T�SLS3042�NIMS shall notify pre-defined users when an event ticket assignment is received by the assignee.��T�SLS609�NIMS shall notify appropriate users when an event ticket assignment is acknowledged by the assignee.

���SLS610�3.2.2.8.1.4  Event Ticket Escalation.��T�SLS3043�NIMS shall escalate an event ticket based on predefined rules when assignment is not received within specified time limits. ��T�SLS611�NIMS shall escalate an event ticket based on predefined rules when assignment acknowledgement is not received within specified time limits. 

���SLS612�3.2.2.8.2  Workforce Management.���SLS613�3.2.2.8.2.1  Personnel Status.���SLS614�NIMS shall provide the tools to maintain the following information on FAA employees and contractor personnel:��T�SLS615�Name.��T�SLS616�Personnel identifier.��T�SLS617�Employer.��T�SLS618�Duty station.��T�SLS619�Residence.��T�SLS620�Telephone number(s).��T�SLS621�Skill speciality.��T�SLS622�Qualifications relevant to support of the NAS infrastructure including, but not limited to, certifications, certificates, licenses, and relevant training.��T�SLS623�Current work schedule.��T�SLS624�Any factors which restrict availability for task assignment.��T�SLS625�Current and anticipated workload.��T�SLS2647�Pertinent information relative to communicating with personnel for the purpose of assigning tasks.

���SLS626�3.2.2.8.2.2  Workforce Schedule.��T�SLS627�NIMS shall provide the tools for assignment, tracking, and updating of workforce schedules to include, but not be limited to, sick and vacation time, training time, administrative duty time, and maintenance task time.��T�SLS2646�NIMS shall provide the tools to exchange data with other scheduling subsystems as well as the workforce and resource management and scheduling system.

���SLS628�3.2.2.8.2.3  Prioritization of Tasks.��T�SLS629�NIMS shall propose prioritization of workforce tasks in accordance with user-defined rules.��T�SLS3041�NIMS shall identify NAS impacts of proposed scheduled tasks.

���SLS630�3.2.2.8.2.4  Scheduling of Tasks.��T�SLS631�NIMS shall propose scheduling of workforce tasks in accordance with user-defined rules.

���SLS632�3.2.2.8.2.5  Workforce Assignments.��T�SLS633�NIMS shall classify, sort, retrieve, and report certification, skill levels, training, and flight check qualifications of personnel, as requested by authorized users.��T�SLS634�NIMS shall propose allocation and co-ordination of workforce assignments.��T�SLS635�NIMS shall implement default and specifically designated assignment review and approval distribution paths.��T�SLS2648�NIMS shall identify workforce scheduling conflicts.��T�SLS2649�NIMS shall provide the tools to create workforce groupings to include geographic location, organization, facility site, function, and responsibilities.��T�SLS637�NIMS shall provide the tools to add and modify information used by the workforce management tasks.

���SLS638�3.2.2.8.2.6  Workforce Notification.��T�SLS639�NIMS shall provide the tools to notify fixed and mobile workforce of task assignments, changes in assignments, schedule changes, and other operational and administrative notices.

���SLS640�3.2.2.8.2.7  Task Assignment.��T�SLS641�NIMS shall propose the allocation of personnel and support resources to be used in the resolution of scheduled and unscheduled events.��T�SLS642�NIMS shall provide the tools to pursue alternative resource solutions, including personnel and support resources from other OCCs. ��T�SLS643�NIMS shall propose the dispatching of alternative support resources and personnel when the resources required by the task are not available at the servicing OCC. ��T�SLS644�NIMS shall provide the tools to co-ordinate the dispatch of support resources and personnel. ��T�SLS645�NIMS shall provide access to information required for gaining access to FAA real estate, buildings, and other structures. ��T�SLS646�NIMS shall provide location tracking of specialists and/or groups. ��T�SLS647�NIMS shall automatically notify the appropriate personnel of their approved task assignments, including multiple task assignments, as appropriate. ��T�SLS648�NIMS shall provide the tools to create, modify, and cancel task assignments. ��T�SLS649�NIMS shall provide the tools to monitor the status of task assignments. ��T�SLS651�NIMS shall provide the tools to perform queries on task assignments. ��T�SLS652�NIMS shall provide the tools to archive closed task assignments. ��T�SLS653�NIMS shall provide the tools to retrieve archived task assignments. ��T�SLS654�NIMS shall provide the tools to produce electronic and hard copy output of task assignments.��T�SLS655�NIMS shall provide the tools to display task assignment information (locally and remotely). ��T�SLS656�NIMS shall provide the tools to produce task assignment (status, summary, customized, etc.) reports. ��T�SLS657�NIMS shall provide the tools to address individual employees, teams, and crews, including their respective organizations and supervisors, within and external to the FAA, as required for specifying and tracking personnel assignments.

���SLS659�3.2.2.8.2.8  Task Tracking.��T�SLS660�NIMS shall provide the tools for the initiation, monitoring, and logging of events resulting in task resolution.��T�SLS661�NIMS shall initiate and maintain a record of  task activity.��T�SLS664�NIMS shall provide the tools for the noting of completed actions in the activity log.��T�SLS665�NIMS shall track and record the time it takes to complete an activity. ��T�SLS666�NIMS shall track tasks that are interrelated.

���SLS683�3.2.2.9  Resource Management.���SLS483�3.2.2.9.1  Facility Data.���SLS484�NIMS shall track the following data for NAS physical facilities, at a minimum but not limited to: ��T�SLS485�Location information for all discrete NAS facilities.  ��T�SLS486�Textual and graphical mapping information to be used by maintenance specialists for determining the location of facilities.��T�SLS487�Subsystem equipment physical location within NAS facilities in sufficient detail to locate equipment requiring maintenance.��T�SLS488�Contact points with telephone numbers of individuals/organizations responsible for responding to events for  NAS facilities and equipment.

���SLS489�3.2.2.9.2  Physical Configuration Status.���SLS490�3.2.2.9.2.1  Hardware Component Status.  ���SLS491�NIMS shall (6) provide access to the hardware status of each NAS infrastructure subsystem to the LRU level, to include at a minimum, but not limited to, the following data:��T�SLS492�Location of each installed LRU by unique identifier down to the rack and slot.��T�SLS493�Part number.��T�SLS494�Serial number.��T�SLS495�Version number.��T�SLS496�Status of incorporation of any applicable configuration changes.��T�SLS497�Status of relevant firmware associated with the LRU.

���SLS498�3.2.2.9.2.2  Hardware Component Configuration Status Data Input.��T�SLS499�NIMS shall accept data relative to hardware component configuration status through the use of Automatic Data Collection (ADC) processes (e.g. bar code) interfaced with local NAS infrastructure workstations and specialist maintenance data terminals (MDTs).

���SLS500�3.2.2.9.2.3  Software Component Status.  ���SLS501�NIMS shall provide access to the software status of each NAS infrastructure subsystem to include, but not be limited to, the following data:��T�SLS2388�Computer software configuration item (CSCI).��T�SLS2965�Version number.��T�SLS2966�Dependencies related to software and/or hardware/software combinations.

���SLS502�3.2.2.9.2.4  Configuration Changes.��T�SLS503�NIMS shall track changes to NAS infrastructure hardware and software configuration items.

���SLS510�3.2.2.9.3  Support Resource Status.���SLS511�NIMS shall track the current location, configuration, operational status, and ready-for-use status of support resources, to include, but not limited to:��T�SLS512�Spare parts.��T�SLS513�Support materials.  ��T�SLS514�Support and test equipment (excludes common hand tools and general purpose test equipment).��T�SLS515�Technical documentation including drawings, technical manuals, schematics, lists, and other materials available in printed or electronic form.��T�SLS516�Vehicles used in direct support of NAS infrastructure operation and maintenance to include vehicle availability, condition, cost, capabilities, features, location, keys, access, radio/communications, mileage, fuel, and Global Positioning System (GPS) locator service.��T�SLS517�MDT hardware and software used in direct support of NAS infrastructure operation and maintenance.��T�SLS519�Third party maintenance and service contracts and other information related to the availability of contractor maintenance support. ��T�SLS520�Other designated items selected for national tracking.��T�SLS521�Other designated items selected for local tracking.

���SLS522�3.2.2.9.4  Warranty Information.��T�SLS523�NIMS shall provide access to warranty information.

���SLS684�3.2.2.9.5  Identification and Granularity.��T�SLS685�NIMS shall identify and record resource usage using the same identifier as used by external information systems when they use a  single consistent identifier.��T�SLS686�NIMS shall gather accounting data at the same level of detail as required for the external information systems which will process this information.��T�SLS2650�NIMS shall convert support resource usage to costs.��T�SLS3016�NIMS shall retain links to historical cost center codes.

���SLS687�3.2.2.9.6  Site-Level Support Accounting.��T�SLS688�NIMS shall record the use of support resources directly traceable to the on-site monitoring and operation of individual NAS infrastructure resources.��T�SLS689�NIMS shall record the on-site usage of support materials directly traceable to the repair of individual NAS infrastructure resources. ��T�SLS690�NIMS shall record the on-site usage of contracted support directly traceable to the repair of individual NAS infrastructure resources. ��T�SLS691�NIMS shall record the on-site usage of overhead cost items, such as support and test equipment.��T�SLS692�NIMS shall record the staff travel time to and from a maintenance site and allocate the time to the repair of NAS infrastructure resources.

���SLS693�3.2.2.9.7  Operations Center-Level Support Accounting.��T�SLS694�NIMS shall record the usage of operations center support resources directly traceable to the remote monitoring and operation of individual NAS infrastructure resources, systems, and services. ��T�SLS695�NIMS shall record the usage of operations center support resources directly traceable to the resolution of problems of individual NAS infrastructure resources, systems, and services. ��T�SLS696�NIMS shall record the usage of contracted operations center support directly traceable to the resolution of problems of individual NAS infrastructure resources, systems, and services. ��T�SLS697�NIMS shall record the usage of operations center overhead cost items.

���SLS698�3.2.2.9.8  User Accounting.��T�SLS699�NIMS shall maintain the identity of authorized users, users associated with specific groups, and users’ specific locations.��T�SLS701�NIMS shall record and analyze resource utilization by individual user, users in a group, and users at a specific location. 

���SLS702�3.2.2.9.9  Support Resource Accounting.���SLS703�NIMS shall (4) record the following for the usage of support resources as defined in section 3.2.2.9.3, Support Resource Status:��T�SLS705�(i)   Change of support resource status.��T�SLS707�(ii)  Consumption and depletion of support resources.��T�SLS708�(iii) Replacement of an installed equipment component with a spare (or uninstalled) equipment component.��T�SLS709�(iv) Placement of a removed equipment component into the NAS supply system.��T�SLS710�NIMS shall associate the use of support resources to specific event tickets.��T�SLS711�NIMS shall provide user notification when support resource inventory levels fall below user-selected thresholds.��T�SLS2567�NIMS shall provide roll-up/roll-down accounting information for any support resource used.

���SLS712�3.2.3  NIMS Support Function Requirements.���SLS713�3.2.3.1  Data Logging and Archiving.���SLS714�3.2.3.1.1  Data Logging Requirements.��T�SLS715�NIMS shall provide the tools for entering data into a NIMS facility users’ log in accordance with FAA Orders 6000.48, 6000.5C and 6040.15C.��T�SLS716�NIMS shall provide the tools to enter data into NAS facility logs from the NOCC, OCCs, SOCs, and WCs.��T�SLS717�NIMS shall assign each data record a date/time stamp and user identification.��T�SLS727�NIMS shall log certification statements. ��T�SLS719�NIMS shall log interfacility messages. ��T�SLS720�NIMS shall log external interface message traffic.��T�SLS721�NIMS shall log performance monitoring data. ��T�SLS722�NIMS shall log notification data. ��T�SLS723�NIMS shall log monitored parameter values of data associated with alarm/alert conditions. ��T�SLS724�NIMS shall log monitored parameter values of data associated with software error conditions. ��T�SLS725�NIMS shall log the system configuration when the system is initiated. ��T�SLS3031�NIMS shall log the system configuration changes.��T�SLS1139�NIMS shall log all events which impact the operational status of NIMS functions.��T�SLS726�NIMS shall log security data items as specified in section 3.2.3.5, NIMS Security Requirements. ��T�SLS728�NIMS shall maintain a record of faults and their resolutions.��T�SLS733�NIMS shall log changes in operating status/condition status for all NAS infrastructure resources. ��T�SLS3032�NIMS shall write-protect log entries. ���SLS734�NIMS shall (4) include, as a minimum, in each state-change record:��T�SLS2968�(i)   The identity of the NAS infrastructure resource.��T�SLS2969�(ii)  The time and date of the state change.��T�SLS2970�(iii) The previous state.��T�SLS2971�(iv) The new state.��T�SLS735�For resources for which the status is synthesized from other attributes, the log entry shall also include the values of the contributing attributes and the triggering value change. ��T�SLS737�NIMS shall provide the tools to enable and disable discretionary logging on the basis of selectable combinations of resource instance, resource type, resource containment, resource composition, location, attribute type, and attribute value. ��T�SLS739�NIMS shall include as part of the log record the time of occurrence of each administrative state/availability status/condition status reset, receipt of administrative state/availability status/condition status reset confirmation, attribute value reset, and receipt of attribute value reset confirmation.��T�SLS1401�NIMS shall automatically record each acknowledgement of an alarm.��T�SLS2690�Acknowledgement log entries shall contain the alarm identification, the time of acknowledgement, and the identification of the user who acknowledged the alarm.��T�SLS3136�NIMS shall provide the tools to auto-edit data and prevent input error of log entires through the use of look-up tables from information provided in FAA Orders 6000.5 and 6040.15 .��T�SLS3110�NIMS shall capture all updates to logs when multiple users are simultaneously updating a single record or event ticket.

���SLS2407�3.2.3.1.2  On-line Data Storage.��T�SLS2408�NIMS shall provide on-line storage of logged operational data in support of NAS infrastructure management activities.��T�SLS2409�Logged data dealing with events shall be maintained on-line through closure of the associated event ticket(s) plus fifteen (15) days.

���SLS1118�3.2.3.1.3  Backup and Restore.��T�SLS1119�NIMS shall periodically perform an automatic backup of all data in the NIMS system.��T�SLS1121�NIMS shall provide tools to backup selected portions of the system.��T�SLS1122�NIMS shall provide a user interface for selection of the type and frequency of backups to be performed.��T�SLS1123�NIMS shall store multiple backup configurations and/or scripts. ��T�SLS1126�NIMS shall perform unattended backups at authorized user selectable times. ��T�SLS1127�NIMS shall provide the tools  to manually initiate backup operations. ��T�SLS1128�NIMS shall perform full, incremental, and selected partial backups without degrading normal operations. ��T�SLS3057�NIMS shall provide tools to schedule automatic backups of full, incremental, and selected portions of the system.��T�SLS1124�NIMS shall provide the tools to perform a data restore from a previous backup.��T�SLS1125�NIMS shall provide the tools to perform an incremental restore from a previous backup. ��T�SLS2972�NIMS shall provide the tools to manually initiate restore operations. ��T�SLS2973�NIMS shall provide the tools to remotely and securely initiate restore operations. 

���SLS2412�3.2.3.1.4  Archived Data.��T�SLS2413�NIMS shall archive data associated with events and activities which have been inactive for fifteen (15) days unless specific data has been tagged for longer on-line retention.��T�SLS2414�NIMS shall store all archived data files in NIMS data archives.��T�SLS2415�NIMS shall automatically transfer on-line data from one medium to another via pre-defined rules.��T�SLS3011�NIMS shall prevent the overwrite of logged data in accordance with predefined rules. ��T�SLS2416�NIMS shall tag, catalogue, cross reference, and link archived data as necessary to ensure accurate access and retrieval.��T�SLS2417�NIMS shall access archived data automatically (i.e., without human intervention).��T�SLS2418�Archived data shall be retained for a minimum of five (5) years.��T�SLS2419�NIMS shall provide the tools for the marking of selected data for permanent retention.��T�SLS729�NIMS shall provide for the archival of log files to off-line media. ��T�SLS730�NIMS shall provide for restoring archived log files to on-line media. 

���SLS740�3.2.3.2  Data Exchange.���SLS741�3.2.3.2.1  General Data Exchange Requirements.��T�SLS742�NIMS shall exchange data with other designated information systems managed by the FAA, other Government agencies, and commercial entities as necessary to support specified functions of NIMS.��T�SLS744�NIMS shall interface with other information systems in accordance with the requirements of section 3.3, NIMS External Interfaces.��T�SLS3050�NIMS shall provide the tools to synchronize data exchanged between NIMS and external systems in accordance with user-defined rules.��T�SLS745�NIMS shall exchange data with other information systems in accordance with section 3.2.3.5, NIMS Security Requirements.��T�SLS2619�NIMS shall provide the tools to validate NOCC-OCC-SOC-WC data exchanges.��T�SLS2652�NIMS shall be compatible for purposes of data exchange with those FAA management, productivity, and data software products which bear directly on the performance of NIMS functions.��T�SLS748�NIMS shall provide the user with native mode (i.e., existing look and feel) access to designated systems.��T�SLS749�NIMS shall provide the user with integrated (i.e., common look and feel) access to designated systems.

���SLS746�3.2.3.2.2  Specific Information System Data Exchange Requirements.���SLS747�3.2.3.2.2.1  Service Provisioning.��T�SLS750�NIMS shall provide an integrated provisioning application for the provisioning of end-to-end services.��T�SLS751�NIMS shall automatically update NIMS data through electronic interfaces as a result of service provisioning actions.��T�SLS752�NIMS shall provide automated analysis tools that support integrated service provisioning.

���SLS753�3.2.3.2.2.2  Planning.��T�SLS755�NIMS shall provide users with access to the current NAS operational configuration data via workstation display, in printed form, and on electronic media.��T�SLS756�NIMS shall provide users with resource usage and workforce data.

���SLS758�3.2.3.2.2.3  Engineering.��T�SLS760�NIMS shall provide users with access to the current NAS configuration data via workstation display, in printed form, and on electronic media.��T�SLS761�NIMS shall provide users with tools to access, generate, edit, manage, catalogue, and print engineering drawings.��T�SLS2568�NIMS shall display on engineering drawings a history of all changes made specific to change source with date and time stamps.��T�SLS762�NIMS shall provide the tools to support entry and storage of free-form annotations to engineering graphics and specifications.��T�SLS763�NIMS shall provide users with the ability to store, access, modify, and delete proposed engineering changes to the NAS configuration.��T�SLS764�NIMS shall provide users with simulation capabilities that can be used to test proposed engineering changes to the NAS configurations.��T�SLS3051�NIMS shall provide users with modeling capabilities that can be used to test proposed engineering changes to the NAS configurations.

���SLS765�3.2.3.2.2.4  Maintenance Management System (MMS).���SLS769�The NIMS shall interface with MMS to exchange the following data: ��T�SLS770�Facility parameters.��T�SLS771�Facility Status. ��T�SLS773�Facility logs. ��T�SLS774�Scheduled maintenance. ��T�SLS775�Alarm and certification histories. ��T�SLS776�Waivers. ��T�SLS777�Checklists for certification and scheduled maintenance verification.��T�SLS778�Information concerning established points of contact within user and maintenance organizations. ��T�SLS2374�Facility, service, and equipment profile records.

���SLS3115�3.2.3.3  Data Analysis.���SLS781�3.2.3.3.1  Data Reduction and Analysis (DR&A).���SLS782�3.2.3.3.1.1  Selecting Data Reduction Information.  ��T�SLS783�NIMS shall provide the tools to select previously recorded information for data reduction.

���SLS784�3.2.3.3.1.2  Selectable Analysis.��T�SLS785�NIMS shall perform analysis based on user-selected data parameter(s).

���SLS786�3.2.3.3.1.3  Selection of Output Location.  ��T�SLS787�NIMS shall provide the tools to direct output information to any local or networked storage device, workstation, printer, or plotter.

���SLS788�3.2.3.3.1.4  Summary Analysis.  ��T�SLS789�NIMS shall provide the tools to select information to be summarized and sorted by user defined parameters. 

���SLS790�3.2.3.3.1.5  Format Definition.  ��T�SLS791�NIMS shall provide the tools to define DR&A output format. 

���SLS2653�3.2.3.3.2  Cost/Benefit Analyses.��T�SLS2654�NIMS shall perform cost/benefit analyses based upon user-defined parameters.

���SLS792�3.2.3.3.3  Decision Support.��A�SLS794�NIMS shall analyze NAS  performance data to identify potential improvements to the delivery of NAS infrastructure services.  ��A�SLS795�NIMS shall analyze NAS performance data to identify service degradation and impending failures in NAS equipment and services.��A�SLS796�NIMS shall analyze NAS performance data to support planning for changes to NAS infrastructure capacity.  ��A�SLS797�NIMS shall examine NAS error and/or fault logs to identify trends that could indicate an impending performance problem.  ��A�SLS798�NIMS shall analyze the responses to NAS infrastructure faults to identify potential improved methods of restoring services.  ��A�SLS799�NIMS shall identify requirements for proposed preventive maintenance on NAS infrastructure resources based upon analysis of fault and/or performance data.��A�SLS800�NIMS shall analyze NAS event data to identify adverse service delivery trends.   ��A�SLS1454�NIMS shall identify the cost of supporting the NAS in terms of user-defined parameters.��A�SLS2651�NIMS shall identify trends in NAS operations and support costs.��A�SLS2655�NIMS shall derive financial indices, trends, quantitative tables, and statistics based on stored maintenance expenditures.��A�SLS3017�NIMS shall forecast NAS infrastructure management and support costs using user defined criteria.

���SLS801�3.2.3.4  Report Generation.��T�SLS802�NIMS shall produce reports dealing with current, historical, and trending of conditions in the NAS.��T�SLS808�NIMS shall produce a series of user-selected standard reports using standard user-selected formats.��T�SLS809�NIMS reports shall utilize graphics, to include, at a minimum, maps, schematics, block diagrams, flow charts, histograms, bar charts, engineering drawings, and presentation charts, as selected by authorized users.��T�SLS810�NIMS shall provide the tools to dynamically modify the list of standard reports.��T�SLS811�NIMS shall provide the tools to dynamically modify standard or selected report formats.��T�SLS812�NIMS shall provide the tools to dynamically create custom reports with custom formats to include the use of text and graphical presentation.��T�SLS813�NIMS shall allow remote MDT access to the full range of NIMS report generation functionality for authorized users.��T�SLS814�NIMS shall use data contained in external information systems to generate reports, as necessary.��T�SLS815�NIMS shall export reports to NIMS displays as well as to other storage and presentation devices.��T�SLS816�NIMS shall provide hard-copy printing of reports to various printing devices, including plotters for the printing of large size engineering drawings and other graphics.��T�SLS817�NIMS shall print any screen display, as selected by authorized users.��T�SLS2656�NIMS shall configure reports as necessary for transmission to all designated FAA recipients.

���SLS818�3.2.3.5  NIMS Security Requirements.���SLS819�3.2.3.5.1  General Security Requirements.���SLS820�3.2.3.5.1.1  FAA Order 1600.54B Controlled.��T�SLS821�NIMS shall provide controlled Access Protection as defined in paragraph 805 of FAA Order 1600.54B, FAA Automated Information Systems Security Handbook.

���SLS822�3.2.3.5.1.2  FAA Order 1600.66 Information.��T�SLS823�NIMS shall protect information against threats identified in FAA Order 1600.66, Telecommunications and Information System Security Policy, Appendix 2, Threats to Information.

���SLS2727�3.2.3.5.2  Security Policy Enforcement Function Modularity and Continuity.��T�SLS2781�The NIMS security function shall be capable of operating in all NIMS components independent of communication with other components.��T�SLS2782�The security function shall be partitioned so that only necessary functions are present in each NIMS component.��T�SLS2783�The security function partitions shall communicate over a trusted and protected path within NIMS.��T�SLS2784�The security function partition shall continue to enforce the security policy when communication is not possible using the most current security parameters and attributes stored on the component in which the partition is functioning.��T�SLS2785�The NIMS security function partitions shall synchronize security parameters and attributes stored on the various components when communication is possible.

���SLS824�3.2.3.5.3  Identification and Authentication.���SLS825�3.2.3.5.3.1  User Authentication Data Administration.��T�SLS826�NIMS shall provide functions for initializing and modifying user authentication data. ��T�SLS827�NIMS shall restrict the use of the authentication data administration to the authorized administrator. ��T�SLS828�NIMS shall provide the tools to use authentication data administration functions to modify their own authentication data in accordance with NIMS security policy. ��T�SLS829�NIMS shall audit the successful use of any NIMS authentication data management mechanism. ���SLS830�When memorized reusable passwords are employed for authentication, the following shall be available: ��T�SLS831�(i)   Password aging:  Password minimum and maximum lifetimes and permitted frequency of reuse shall be enforced by NIMS.��T�SLS832�(ii)  Password generation:  If users are not allowed to generate their own passwords, the password generator shall create only pronounceable nonwords.��T�SLS833�(iii) Password checking:  If users are allowed to generate their own passwords, these passwords shall be checked so that easily guessed passwords are not permitted.��T�SLS834�NIMS shall employ memory tokens that store, but do not process, information for authentication. ��T�SLS3046�NIMS shall apply memory tokens in accordance with predefined rules.��T�SLS835�NIMS shall use strong authentication.��T�SLS3047�NIMS shall apply strong authentication in accordance with predefined rules.��D�SLS2786�The FAA shall retain the right to approve all instances of the application of strong authentication.

���SLS836�3.2.3.5.3.2  User Authentication Data Protection.��T�SLS837�NIMS shall protect authentication data that is stored in NIMS from unauthorized observation, modification, and destruction.��T�SLS838�NIMS shall protect the raw form of authentication data at all times while it resides in NIMS from unauthorized observation, modification, and destruction.��T�SLS839�NIMS shall audit successful requests to access user authentication data.

���SLS840�3.2.3.5.3.3  Authentication Failures.��T�SLS841�NIMS shall terminate each user session establishment process after three unsuccessful authentication attempts. ��T�SLS842�NIMS shall provide the tools for the authorized administrator to specify whether the user account or point of entry is to be disabled until conditions permit re-enabling the user session establishment process after the termination of the session establishment process.

���SLS843�3.2.3.5.3.4  User Attribute Administration.��T�SLS844�NIMS shall initialize user attributes with provided default values. ��T�SLS2787�NIMS shall provide the ability to display and modify user attributes.��T�SLS845�NIMS shall limit the ability to modify user attributes to an authorized administrator alone. ��T�SLS846�NIMS shall audit the successful use of the user attribute administration functions. 

���SLS847�3.2.3.5.3.5  User Attribute Definition.��T�SLS848�NIMS shall provide, for each user, a unique set of security attributes necessary to enforce NIMS security policy. 

���SLS849�3.2.3.5.3.6  Specification of Secrets.��T�SLS850�NIMS shall provide a mechanism to verify that secrets meet a defined quality metric. ��T�SLS851�NIMS shall provide a mechanism to generate secrets that meet the defined quality metric. ��T�SLS852�NIMS shall enforce the use of the NIMS-generated secrets for relevant security functions. ��T�SLS853�NIMS shall audit the rejection by NIMS of any tested secret. 

���SLS854�3.2.3.5.3.7  Local User Authentication.��T�SLS855�NIMS shall uniquely identify each user in the NOCC, OCCs, SOCs, and WCs before performing any actions requested by the user. ��T�SLS856�NIMS shall authenticate any user’s claimed identity before performing any functions for the user. ��T�SLS857�NIMS shall provide multiple mechanisms to authenticate any user’s claimed identity. ��T�SLS858�NIMS shall enforce the use of separate authentication mechanisms for specific authentication events, with authentication being successful only if all of the defined mechanisms indicate successful authentication. ��T�SLS859�NIMS shall provide the tools for an authorized administrator to associate separate authentication mechanisms with specific authentication events.��T�SLS860�NIMS shall audit the actions of configuring the mapping of authentication mechanisms to specific authentication events. ��T�SLS861�NIMS shall provide the tools for an authorized administrator to incorporate installable authentication mechanisms into NIMS.��T�SLS862�NIMS shall use the installed authentication mechanism in place of or in addition to any existing authentication mechanism, as directed by an authorized administrator. 

���SLS865�3.2.3.5.3.8  Remote User Authentication.��T�SLS866�NIMS shall require remote user authentication information prior to performing any NIMS functions. ��T�SLS867�NIMS shall automatically, logically disconnect a remote workstation after an adaptable number of failed attempts to identify and authenticate. ��T�SLS868�NIMS shall automatically log off a remote user after an adaptable period of non-activity. ��T�SLS869�NIMS shall require remote users to authenticate upon completion of subsystem recovery. ��T�SLS870�NIMS shall require external computer systems which interface to the NIMS network to identify and authenticate. ��T�SLS2670�NIMS shall provide the tools for the NOCC or OCC to disable remote access to any facility or service.

���SLS2731�3.2.3.5.3.9  User Identification.��T�SLS2732�The security function shall uniquely identify each user before performing any actions requested by the user.  ��T�SLS2789�The security function shall provide the tools to audit the successful use of the user identification mechanism, including the user identity provided.��T�SLS700�NIMS shall restrict individual users, users associated with specific groups, and users at a specific location to authorized access and control authority.

���SLS871�3.2.3.5.3.10  User-Subject Binding.��T�SLS872�NIMS  shall associate the appropriate user security attributes with subjects acting on behalf of that user. ��T�SLS873�NIMS shall provide the tools to audit the successful binding of user security attributes to a subject (e.g., creation of a subject). 

���SLS874�3.2.3.5.4  Security Audit and Intrusion Detection.���SLS875�3.2.3.5.4.1  Security Audit Automatic Response.��T�SLS876�NIMS shall immediately generate an alarm to the authorized administrator upon detection of events deemed to indicate a possible security violation. ��T�SLS877�NIMS shall take the least disruptive actions to terminate the occurrence of security-relevant events upon detection of a possible security violation. 

���SLS878�3.2.3.5.4.2  Security Audit Data Generation.���SLS879�NIMS shall (3) generate an audit record of the following auditable events: ��T�SLS880�(i)   Start-up and shutdown of the audit functions.��T�SLS881�(ii)  All auditable events for the level of audit associated with each of the other functional security components.��T�SLS882�(iii) Other auditable events associated with any of the other functional security requirements.���SLS883�NIMS shall (2) record within each audit record at least the following information: ��T�SLS884�(i)   Date and time of the event, type of event, subject identity, and an indication of the success or failure of the event.��T�SLS885�(ii)  For each audit event type, any other audit-relevant information.��T�SLS886�NIMS shall be able to associate any auditable event with the identity of the user who caused the event. 

���SLS887�3.2.3.5.4.3  Security Audit Management.��T�SLS888�NIMS shall provide the tools for the authorized administrator to create, delete, and empty the audit trail.��T�SLS889�NIMS shall audit the unsuccessful operations on the audit trail. ��T�SLS890�NIMS shall generate an alarm to the authorized administrator if the size of the audit data in the audit trail exceeds a predefined limit. ��T�SLS891�NIMS shall provide the tools for the authorized administrator to specify the predefined limit of the audit data in the audit trail at which point an alarm is generated.���SLS892�NIMS shall (2) provide:  ��T�SLS893�(i)   Notification to the authorized administrator in the case of audit trail saturation.��T�SLS894�Audit any changes of the predefined limits to control the audit trail saturation. 

���SLS895�3.2.3.5.4.4  Intrusion Identification Tools.��T�SLS896�NIMS shall maintain an internal representation of the signature events that indicate a violation of NIMS security. ��T�SLS897�NIMS shall compare the signature events against the record of system activity discernible from an examination of the information used to determine system activity. ��T�SLS898�NIMS shall indicate an imminent violation of NIMS security policy when a system event is found to match a signature event that indicates a potential violation of the NIMS security policy. ���SLS899�NIMS shall (3) provide:  ��T�SLS900�(i)   Enabling and disabling of any of the analysis mechanisms.��T�SLS901�(ii)  Notifications to the authorized administrator.��T�SLS902�Automated responses performed by NIMS. 

���SLS2733�3.2.3.5.4.5  Security Audit Pre-Storage Processing.���SLS2734�Reserved.

���SLS903�3.2.3.5.4.6  Security Audit Trail Protection.��T�SLS904�NIMS shall restrict access to the audit trail to the authorized administrator. ��T�SLS905�NIMS shall audit the successful requests to read, modify, or destroy the audit trail. 

���SLS2735�3.2.3.5.4.7  Security Audit Post-Storage Processing.���SLS2736�Reserved.

���SLS906�3.2.3.5.4.8  Security Audit Analysis.��T�SLS907�NIMS  shall apply a set of rules in monitoring the audited events and, based upon these rules, indicate a potential violation of the NIMS security policy. ��D�SLS908�The set of rules shall be a subset of the defined auditable events known to indicate a possible or imminent security violation. ��T�SLS909�NIMS shall audit the detection of imminent violations. 

���SLS910�3.2.3.5.4.9  Security Audit Review.��T�SLS911�NIMS shall provide the tools for authorized users to view audit data. ��T�SLS912�NIMS shall restrict full use of the audit review tools to the authorized administrator. 

���SLS914�3.2.3.5.4.10  Security Audit Event Selection.��T�SLS915�NIMS shall provide the tools for authorized administrators to include or exclude events from the set of audited events based on specified attributes, such as object identity, user identity, subject identity, host identity, and event type.��T�SLS916�NIMS shall provide the tools for authorized administrators to select, at any time during the operation of NIMS, which events are to be audited.��T�SLS917�NIMS shall restrict to the authorized administrator the capability to display, at any time during the operation of NIMS, which events are being audited. ��T�SLS918�NIMS shall provide the tools to audit the modifications to the audit configuration that occur while the audit collections functions are operating. 

���SLS919�3.2.3.5.4.11  Security Audit Event Storage.��T�SLS920�NIMS shall store generated audit records in an audit trail data base.��T�SLS921�NIMS shall limit the number of audit records lost due to system audit storage exhaustion, failure, or attack. ��T�SLS922�In the event of audit storage exhaustion, NIMS shall be capable of ignoring or preventing the occurrence of auditable actions, except those taken by the authorized administrator. ��T�SLS2738�When the permanent audit trail is stored on an audit server, local storage shall be employed when communication with the audit server is not available.��T�SLS2737�Locally stored audit trails shall be automatically transferred to the audit server when communications is available.

���SLS923�3.2.3.5.5  User Data Protection.���SLS924�3.2.3.5.5.1  Access Control.��T�SLS925�NIMS shall enforce the NIMS access control policy on objects based on an attribute or named group of attributes. ��T�SLS926�NIMS shall enforce specified rules to determine if an operation among controlled subjects and controlled objects is allowed. ��T�SLS930�NIMS shall audit successful requests to perform an operation on an object covered by the access control policy. ��T�SLS927�NIMS shall enforce the access control policy to provide the ability to explicitly grant access based on the value of security attributes of subjects and objects. ��T�SLS928�NIMS shall enforce the access control policy to provide the ability to explicitly deny access based on the value of security attributes of subjects and objects. ��T�SLS929�NIMS shall audit the successful specification of granting or denying access to an object. 

���SLS931�3.2.3.5.5.2  Object Attributes Initialization.��T�SLS932�NIMS shall provide default values for object security attributes that are used to enforce the access control policy and information flow control policy.��T�SLS933�NIMS shall provide the tools for the specification of alternate initial values to override the default values when an object is created.���SLS934�NIMS shall (2) provide the tools to:��T�SLS935�(i)   Audit successful changes to default object attributes.��T�SLS936�(ii)  Successful overriding of the default object attributes. ��T�SLS937�NIMS shall restrict modification of the default values to the authorized administrator. 

���SLS938�3.2.3.5.5.3  Residual Information Protection.��T�SLS939�NIMS shall ensure that upon the allocation of a resource to an object, any previous information content is unavailable. ��T�SLS940�NIMS shall ensure that upon the deallocation of a resource from an object, any previous information content is made unavailable. 

���SLS941�3.2.3.5.5.4  Security Attribute Modification.��T�SLS942�NIMS shall provide the tools to modify security attributes. ��T�SLS943�NIMS shall audit the successful modification of security attributes, including the identity of the target of the modification. ��T�SLS944�NIMS shall verify that the modified values are valid when changes are made to security attributes. 

���SLS945�3.2.3.5.5.5  Security Attribute Query.��T�SLS946�NIMS shall provide the tools for the authorized administrator to query security attribute values.��T�SLS947�NIMS shall provide the tools to query security attribute values. ��T�SLS948�NIMS shall audit the successful query of security attributes, including the identity of the target of the query. 

���SLS2739�3.2.3.5.6  Cryptography.���SLS2740�3.2.3.5.6.1  Cryptographic Services and Mechanisms.��D�SLS2741�The security function shall include a Commercially available, state-of-the-art encryption capability and cryptographic management system to implement confidentiality, integrity, and accountability as required by the FAA consistent with applicable law and policy.��D�SLS2746�The cryptographic system shall be installed in equipment at fixed locations and in portable equipment (such as laptop computers).��D�SLS2745�The cryptographic system shall include cryptographic key management tools to generate, distribute, expire, and revoke keys and to distribute appropriate messages and authorizations. ��D�SLS2744�The cryptographic system shall include mechanisms (such as tokens) and procedures for protecting keys, algorithms, and other cryptographic variables from loss or disclosure.��T�SLS2743�The cryptographic system shall be compatible and interoperable over designated NIMS components.��T�SLS2742�Encrypted communications originating at any NIMS site shall be intelligible at all other NIMS sites that have the appropriate cryptographic keys and variables.

���SLS2747�3.2.3.5.6.2  Data Storage Encryption.��T�SLS2753�The cryptographic system shall implement encryption of files (program and data), directories, and desktop icons.��T�SLS2752�The cryptographic system shall implement both manual and automated operation for management of cryptographic variables under control of an authorized and authenticated user.��T�SLS2751�The cryptographic system shall implement automatic operation transparent to all users.��T�SLS2750�The cryptographic system shall implement an emergency override capability permitting access to encrypted information by an authorized security administrator.��D�SLS2749�The information (cryptographic key) employed for override shall be unique to the security function component protected.

���SLS2748�3.2.3.5.6.3  Communications Cryptography.��D�SLS2757�The cryptographic system shall implement communications confidentiality, integrity, and accountability as required by the FAA.��D�SLS2756�The cryptographic system shall implement cryptographic services between the human originator and human recipient of communication.��D�SLS2755�The cryptographic system shall implement cryptographic services between the data terminal equipment originator and human recipient of communication.��D�SLS2754�The cryptographic system shall implement cryptographic services between the human originator and data terminal equipment recipient of communication.

���SLS949�3.2.3.5.7  Network Security.���SLS2760�3.2.3.5.7.1  Enclave Protection.��T�SLS2762�For environments/components specified by the FAA, NIMS shall supply firewalls that provide enclave-to-enclave protection.��T�SLS2761�The security function shall employ firewalls, or equivalent technology, to provide exclusion of undesirable communications based on available information, such as source/destination addresses and type of network service.

���SLS950�3.2.3.5.7.2  Virtual Private Network (VPN).��D�SLS951�NIMS shall supply a VPN that provides NIMS enclave-to-enclave encryption. ���SLS952�NIMS VPN shall (2) employ firewall-to-firewall encryption, or equivalent technology, to provide services such as (but not limited to): ��D�SLS953�(i)   Encryption/decryption based on source/destination addresses.��D�SLS954�(ii)  Firewall strong authentication for non-NAS nodes and dial-in.��D�SLS955�The VPN shall support interoperability standards such as the most recent version of Internet Engineering Task Force (ETF) Request for Comments (RFC) 1825-1829, commonly known as the Internet Protocol Security (IPSEC) standards.��D�SLS958�The VPN shall support those encryption algorithms specified by the FAA.��D�SLS2763�VPN protocols and procedures shall be provided to manage and distribute cryptographic keys and other cryptographic variables. 

���SLS2764�3.2.3.5.7.3  Network-Based Intrusion Detection.��T�SLS2771�NIMS shall detect and respond to potential or suspected network-based intrusion.��A�SLS2770�NIMS shall keep current with evolving intrusion threat and countermeasure state-of-the-art.��T�SLS2769�NIMS shall recognize known malicious communications based on indicators such as patterns, sequences, connections, and network addresses.��T�SLS2768�The security function shall provide intrusion detection that conforms to the requirements specified in section 3.2.5.5, Response Times and Update Rates.��T�SLS2767�The security function shall provide reaction to detected intrusions that conforms to the requirements specified in section 3.2.5.5, Response Times and Update Rates, including optional responses selected by the security administrator to terminate a connection, log out a user, or shut down a NIMS or NAS component.��T�SLS2766�The Security Function shall provide alarms that conform to the requirements specified in section 3.2.5.5, Response Times and Update Rates, to detect intrusions, including optional responses selected by the security administrator to employ pagers and electronic mail.��T�SLS2765�The Security Function shall be configurable for automatic or manual operation.

���SLS959�3.2.3.5.8  Protection of the NIMS Security Function.���SLS960�3.2.3.5.8.1  Underlying Abstract Machine Test.��T�SLS961�NIMS shall provide the tools for authorized administrators to demonstrate the correct operation of the security-relevant functions provided by NIMS’ underlying abstract machine.��A�SLS962�NIMS shall audit the execution of the tests of the underlying machine and the results of the tests. ��T�SLS963�NIMS shall run a suite of self tests during initial start-up and periodically during normal operation in order to demonstrate correct operation of the functions provided by NIMS’ underlying abstract machine. 

���SLS964�3.2.3.5.8.2  Fail Secure.��T�SLS965�NIMS shall preserve a secure state when specific NIMS failures occur as specified by the NIMS administrator. 

���SLS966�3.2.3.5.8.3  NIMS Security Function Physical Protection.��T�SLS968�NIMS shall provide the tools for the authorized administrator to determine whether physical tampering with the NIMS Security Function’s devices and elements has occurred.

���SLS969�3.2.3.5.8.4  Trusted Recovery.��T�SLS970�When automated recovery from a failure or service discontinuity is not possible, the NIMS Security Function shall enter a maintenance mode in which the ability to return NIMS to a secure state is provided. ��T�SLS971�NIMS shall provide the tools for the authorized administrator to restore NIMS security data to a consistent and secure state.��T�SLS972�For specified failures and service discontinuities, the NIMS Security Function shall ensure the return of NIMS to a secure state using automated procedures. 

���SLS973�3.2.3.5.8.5  Reference Mediation.��T�SLS974�NIMS shall ensure that NIMS security policy enforcement functions are invoked and succeed before any security-related operation is allowed to proceed. 

���SLS975�3.2.3.5.8.6  Security Attribute Expiration.��T�SLS976�NIMS shall provide the tools for the authorized administrator to specify an expiration time for those attributes for which an expiration  time is to be supported.��T�SLS977�For each of these attributes, NIMS shall be able to take security attribute-specific actions after the expiration time for the security attribute has passed. ��T�SLS978�NIMS shall audit the specification of the expiration time for an attribute. 

���SLS979�3.2.3.5.8.7  Domain Separation.��T�SLS980�NIMS shall maintain a security domain for NIMS Security Function execution that protects it from interference and tampering by untrusted subjects. ��T�SLS981�NIMS shall enforce separation between the security domains of subjects within the NIMS Security Function scope of control. 

���SLS982�3.2.3.5.8.8  NIMS Security Function Software Modification.��T�SLS983�NIMS shall provide the tools for the authorized administrator to verify the integrity of stored NIMS security function executable code.

���SLS984�3.2.3.5.8.9  Inter-NIMS Security Relevant Data Consistency.��T�SLS985�NIMS shall enforce the consistent interpretation of NIMS Security Function data types during inter-NIMS security function transfers. ��T�SLS986�NIMS shall use specified interpretation rules when interpreting NIMS Security Function data during inter-NIMS security function transfers. ��T�SLS987�NIMS shall provide the ability to audit the successful use of NIMS Security Function data consistency mechanisms. 

���SLS988�3.2.3.5.8.10  System Security Administration.��T�SLS989�NIMS shall distinguish security-relevant administrative functions from other functions. ��T�SLS990�NIMS’ set of security-relevant administrative functions shall include all functions necessary to install, configure, and manage the NIMS security function. ��T�SLS991�NIMS shall restrict the ability to perform security-relevant administrative functions to specifically authorized users. ��T�SLS992�NIMS shall distinguish the set of users authorized for administrative functions from the set of all users of NIMS. ��T�SLS993�NIMS shall provide the ability to audit the use of a security-relevant administrative function. ��T�SLS994�NIMS shall restrict the ability to perform security-relevant administrative functions to a security administrator.��T�SLS995�NIMS shall allow only specifically authorized users to assume the security administrative role. ��T�SLS996�NIMS shall require an explicit request to be made in order for an authorized user to assume the security administrative role. ��T�SLS997�NIMS shall provide the ability to audit the explicit requests to assume the security administrative role. 

���SLS998�3.2.3.5.8.11  NIMS Security Management.��T�SLS999�NIMS shall provide the tools for the authorized administrator to set and update NIMS security function configuration parameters.��T�SLS1000�NIMS shall provide the tools for the authorized administrator to perform administrative functions.��T�SLS1001�NIMS shall audit successful and unsuccessful attempts to set or update NIMS Security Function configuration parameters. 

���SLS1002�3.2.3.5.8.12  NIMS Security Function Self Test.��T�SLS1003�NIMS shall provide the tools for authorized administrators to demonstrate the correct operation of the NIMS security function.��T�SLS1004�NIMS shall provide the tools for the authorized administrators to verify the integrity of NIMS security function data.��T�SLS1005�NIMS shall exercise a suite of self tests during initial start-up and periodically during normal operation in order to demonstrate the correct operation of the NIMS Security Function. 

���SLS1006�3.2.3.5.8.13  System Administrative Safe Use.��T�SLS1007�NIMS shall enforce checks for valid input values for security-relevant administrative functions. 

���SLS1008�3.2.3.5.9  Security Resource Utilization.��T�SLS1010�NIMS shall provide maximum quota mechanisms to ensure that a user will not monopolize a controlled security resource.��T�SLS1011�NIMS shall audit the rejection of allocation operations due to resource limits. 

���SLS1012�3.2.3.5.10  NIMS Access.���SLS1013�3.2.3.5.10.1  Limitation on Scope of Selectable Attributes.��T�SLS1014�NIMS shall restrict the scope of the session security attributes. ��T�SLS1015�Session establishment conditions shall be specifiable only by the authorized administrator. ��T�SLS1016�NIMS shall provide the ability to audit all failed attempts at selecting a user attribute based on the domain of selectable attributes. 

���SLS1017�3.2.3.5.10.2  Limitation on Multiple Concurrent Sessions.��T�SLS1018�NIMS shall restrict the maximum number of concurrent sessions that belong to the same user based on selected security attributes. ��T�SLS1019�NIMS shall enforce, by default, a limit of a single session per user. ��T�SLS1020�When more than one user session security attribute is applicable, NIMS shall use the minimum number of sessions specified by the set of applicable attributes. ��T�SLS1021�Session establishment conditions shall be specifiable only by the authorized administrator. ��T�SLS1022�NIMS shall audit the rejection of a new session based on the limitation of multiple concurrent sessions. 

���SLS1023�3.2.3.5.10.3  Session Locking.��T�SLS1024�NIMS shall lock an interactive session after a interval of user inactivity specified by the NIMS administrator.���SLS2977�NIMS shall (3) provide the tools for user-initiated locking of the user’s own interactive session, by:��T�SLS1025�(i)   Clearing or overwriting display devices, making the current contents unreadable.��T�SLS1026�(ii)  Disabling any activity of the user’s data access/display devices other than unlocking the session.��T�SLS1027�(iii) Terminating an interactive session after an interval of user inactivity specified by the NIMS administrator.��T�SLS1028�The default value for the user inactivity interval shall be specifiable only by the authorized administrator. ��T�SLS1029�NIMS shall require user authentication prior to unlocking the session. ��T�SLS1030�NIMS shall audit the locking of an interactive session by the session locking mechanism and termination of the interactive session by NIMS, and successful unlocking of an interactive session. 

���SLS1031�3.2.3.5.10.4  NIMS Access Banners.��T�SLS1032�Before establishing a user session, NIMS shall display an advisory warning message regarding unauthorized use of NIMS. ��T�SLS1033�NIMS shall restrict the capability to modify the warning message to the authorized administrator. 

���SLS1034�3.2.3.5.10.5  NIMS Access History.��T�SLS1035�Upon successful session establishment, NIMS shall display at least two of date, time, method, and location of the last successful session establishment to the user. ��T�SLS1036�Upon successful session establishment, NIMS shall display at least two of date, time, method, and location of the last unsuccessful attempt to session establishment and the number of unsuccessful attempts since the last successful session establishment. ��T�SLS1037�The data specified above shall not be removed without user intervention. 

���SLS1038�3.2.3.5.10.6  NIMS Access Management.��T�SLS1039�NIMS shall restrict the capability to display and modify NIMS access parameters to the authorized administrator. ��T�SLS1040�NIMS shall provide the tools for the authorized administrator to have the flexibility to display all access parameters for a user, and all users associated with an access parameter.��T�SLS1041�NIMS shall audit the successful use of the NIMS access management function. 

���SLS1042�3.2.3.5.10.7  NIMS Session Establishment.��T�SLS1043�NIMS shall deny session establishment based on attributes specified by the NIMS administrator. ��T�SLS1044�Session establishment conditions shall be specifiable only by the authorized administrator. ��T�SLS1045�NIMS shall audit the successful use of the session establishment mechanism. 

���SLS1046�3.2.3.5.10.8  User Classes.��T�SLS1047�NIMS shall control access to functionality for each user based on user classes, with their allowed functionality, assigned to users. ��T�SLS1048�NIMS shall provide a minimum of nine user classes with adaptable names. ��T�SLS1049�NIMS shall provide adaptable functionality associated with each of the user classes.��T�SLS1050�NIMS shall assign a user class to each user.

���SLS1051�3.2.3.5.10.9  External Systems.��T�SLS1052�NIMS shall validate the source of all data upon entry into NIMS. ��T�SLS1053�NIMS shall perform packet filtering for selectable external interfaces. ���SLS1054�NIMS shall (7) perform packet validation on the following attributes: ��T�SLS3122�(i)   Packet source.��T�SLS3121�(ii)  Packet destination.��T�SLS3120�(iii) Protocol type.��T�SLS3119�(iv) Protocol service.��T�SLS3118�(v)  Communication line/port.��T�SLS3117�(vi) Time of day.��T�SLS3116�Day of week.

���SLS1055�3.2.3.5.11  Trusted Path.��T�SLS1057�NIMS shall provide a communication path between the NIMS Security Function and human users that is logically distinct from other communication paths and that provides assured identification of its endpoints. ��T�SLS1058�NIMS shall initiate communication between the NIMS Security Function and human users via the trusted path. ��T�SLS1059�NIMS shall provide the tools to initiate communication with the NIMS Security Function via the trusted path. ��T�SLS1060�NIMS shall require the use of the trusted path for initial user authentication and other services for which trusted path is required. ��T�SLS1061�NIMS shall audit the successful use of the trusted path functions. 

���SLS2772�3.2.3.5.12  Unauthorized Change.��T�SLS2774�The Security Function shall include a program to detect and report the installation of unauthorized software and unauthorized changes to installed software and data.��T�SLS2773�The Security Function shall provide the tools to remove or neutralize unauthorized software and unauthorized changes to installed software and data.

���SLS1062�3.2.3.6  Independent Time Source.��T�SLS1063�NIMS shall provide an automated time that is synchronized to an Independent Time Source. 

���SLS1064�3.2.3.7  Maintenance of NIMS Software and Hardware.���SLS1065�3.2.3.7.1  Utilities, Tools, and Diagnostics.���SLS1066�3.2.3.7.1.1  Software Utilities and Tools.  ��T�SLS1067�NIMS shall provide embedded utilities and tools to detect and localize the source of software faults and failures. ��T�SLS1068�NIMS shall notify NIMS users when it detects NIMS software faults and errors.

���SLS1069�3.2.3.7.1.2  Hardware Diagnostics.  ��T�SLS1070�NIMS shall automatically perform on-line monitoring of the health and operational capabilities of NIMS hardware components.��T�SLS1071�NIMS shall automatically provide notification to NIMS users when NIMS hardware faults are detected.��T�SLS1072�NIMS shall provide embedded diagnostics to detect and localize to the LRU level the source of NIMS hardware faults and failures.

���SLS1073�3.2.3.7.2  Software Maintenance.���SLS1074�3.2.3.7.2.1  Software Evaluation. ��T�SLS1075�NIMS shall provide the tools to analyze faults and failures saved after each occurrence of a software error. 

���SLS1076�3.2.3.7.2.2  Software Management.���SLS1077�3.2.3.7.2.2.1  Software Upload.  ��T�SLS1078�NIMS shall provide the tools to transfer software components and baselines from a centralized NIMS software maintenance facility over communication network(s) to remote NIMS facilities (NOCC, OCCs, SOCs, and WCs) and portable MDTs.

���SLS1079�3.2.3.7.2.2.2  Software Download.  ��T�SLS1080�NIMS shall provide the tools to transfer software components and baselines from NIMS facilities (NOCC, OCCs, SOCs, and WCs) and portable MDTs over communication network(s) to a centralized NIMS software maintenance facility.

���SLS1081�3.2.3.7.2.2.3  Data Upload.  ��T�SLS1082�NIMS shall provide the tools to transfer adaptation and selected data from a centralized NIMS software maintenance facility over communication network(s) to remote NIMS facilities (NOCC, OCCs, SOCs, and WCs) and portable MDTs.

���SLS1083�3.2.3.7.2.2.4  Data Download.  ��T�SLS1084�NIMS shall provide the tools to transfer adaptation and selected data from NIMS facilities (NOCC, OCCs, SOCs, and WCs) and portable MDTs over communication network(s) to a centralized NIMS software maintenance facility.

���SLS1085�3.2.3.7.2.2.5  On-Site Software Storage.  ��T�SLS1086�Each NIMS facility shall store at least the last three versions of site-adapted software using direct access, non-volatile electronic media. 

���SLS1087�3.2.3.7.3  Hardware Maintenance.���SLS1088�3.2.3.7.3.1  Cyclic Execution of Diagnostics.  ��T�SLS1089�NIMS shall provide the tools to initiate a specified number of executions of selected NIMS hardware and software diagnostics.��T�SLS2394�NIMS shall report the results of diagnostics to the initiator.

���SLS1090�3.2.3.7.3.2  Archive of Diagnostic Results.  ��T�SLS1091�NIMS shall save selected diagnostic results for future evaluation. 

���SLS1092�3.2.3.8  Communications.���SLS1093�3.2.3.8.1 Voice Communications.��T�SLS1094�NIMS shall provide the tools to automatically establish a voice connection from each workstation.

���SLS1095�3.2.3.8.2  Data Communications.��T�SLS1096�NIMS shall provide each user with access to data communication capabilities appropriate to user tasks.

���SLS1097�3.2.3.9  NIMS Operational Configurations.���SLS1098�3.2.3.9.1  Operational Transfer.��T�SLS1099�NIMS shall provide for the transfer of portion of the operational functions of any NIMS facility to any other NIMS facility.��T�SLS2994�NIMS shall provide for the operational transfer of the functions of the NOCC and any OCC to the remaining NOCC/OCC facilities.��T�SLS2993�Transfer of NOCC/OCC operational functions shall not require post-decision data transfer from the failed facility.��T�SLS2992�Operational transfer shall be accomplished in accordance with user selected pre-defined rules.

���SLS1100�3.2.3.9.2  Reconfigurable Operations.��T�SLS1101�NIMS shall provide the tools to move workload/span of control among a NIMS facility’s workstation displays to accommodate variations in staffing, NAS activity, NIMS failures, and other variables in accordance with user requests.

���SLS1102�3.2.3.9.3  Multiple Modes of Reconfiguration.��T�SLS1103�NIMS shall support multiple modes of reconfigured operations.

���SLS1104�3.2.3.9.4  Multiple Hardware and Software Configurations.��T�SLS1105�NIMS shall support multiple hardware and software configurations for operations and test.

���SLS1106�3.2.3.10  Training Operations.���SLS1107�3.2.3.10.1  Reconfigurable to Support Training Operations.��T�SLS1108�All NIMS user positions shall be reconfigurable to support user training.  ��T�SLS2995�Software used for NIMS user training shall be the same software that is used for operational purposes.

���SLS1109�3.2.3.10.2  No Impact.��D�SLS1110�Training activities shall not impact normal NIMS operations.

���SLS1111�3.2.3.10.3  Unable to Control.��D�SLS1112�NIMS shall not permit workstations reconfigured for training operations to control or modify any operational database, any checklist, NAS facility, or service.

���SLS1113�3.2.3.10.4  Default to Lockout.��T�SLS1114�Workstations reconfigured for training shall default to external communications lockouts which can be manually overridden by authorized personnel.

���SLS1115�3.2.3.10.5  Simulate Normal Operations.��T�SLS1116�NIMS shall simulate normal operation and use of all system functions at user positions reconfigured for training. 

���SLS1130�3.2.3.11  NIMS Start-up, Shutdown, and Restart.��T�SLS1131�NIMS shall store multiple start-up scripts to support different system configurations.��T�SLS1132�NIMS shall automatically start-up from pre-configured start-up scripts.��T�SLS1133�NIMS shall monitor the start-up process and log the failure of any step of the start-up process.��T�SLS1134�NIMS shall provide notification to authorized users of the failure of the start-up process. ��T�SLS1135�NIMS shall provide for manual intervention during the start-up process.��T�SLS1136�NIMS shall provide for manual start-up of NIMS functions.��T�SLS1137�NIMS shall initiate alternate start-up procedures in response to the failure of selected NIMS functions.��T�SLS1138�NIMS shall perform a systematic shutdown of NIMS functions.��T�SLS1140�NIMS shall provide user-initiated shutdown of selected NIMS functions.��T�SLS1141�NIMS shall automatically perform user-initiated shutdown in an orderly manner.��T�SLS1142�NIMS shall provide for automated restart/recovery from shutdown and/or failure of NIMS functions.  ��T�SLS1143�NIMS shall perform a warm restart, restoring the system to the most recent operational configuration.��T�SLS1144�NIMS shall perform a cold restart, restoring the system to a pre-configured state. ��T�SLS1145�For NIMS functions and subsystems which have a hot-standby, NIMS shall switch to the standby without loss of data and/or functionality. 

���SLS1147�3.2.4  NIMS Display and User Interaction Requirements.���SLS1148�3.2.4.1  Computer-Human Interface (CHI) Requirements.���SLS1149�3.2.4.1.1  General.���SLS1152�3.2.4.1.1.1  User-Computer Interaction.��T�SLS1156�NIMS shall use common graphical controls (e.g., push buttons, button sets, scroll bars, and sliders) that are displayed and behave like controls consistent with current Microsoft Windows applications to effect simple interactions.��T�SLS1157�NIMS shall provide information to users via automatic prompts, Help, and other structured guidance to effect action directives. ��T�SLS2996�NIMS shall provide the tools to selectively enable and disable automatic guidance. ��T�SLS1158�NIMS controls, definitions, and messages shall be mutually consistent across different functions throughout NIMS to provide a common CHI for all managed subsystems and services. ��T�SLS1159�Displays which support NIMS functional requirements shall use mutually consistent formats, styles, procedures, and terminology.��T�SLS1160�NIMS shall minimize data entry and require the users to enter data only once to complete a given function. ��T�SLS1162�NIMS shall provide displayed command or icon labels to prompt the user about user actions, context-sensitive and indexed help facilities available for user reference, and feedback that indicates the current status of computer processing in response to the user. ��T�SLS2997�NIMS shall provide the tools to assign a function or script of functions to a keyboard key or combination of keys.

���SLS1170�3.2.4.1.1.2  Access to Native Mode CHI.��T�SLS1171�NIMS shall provide the tools to access and display the native mode CHI of managed subsystems.��T�SLS1172�NIMS shall provide for the full operation of native mode CHIs for the control of monitored subsystems.

���SLS1173�3.2.4.1.2  Data Entry.���SLS1174�3.2.4.1.2.1  General.���SLS1175�3.2.4.1.2.1.1  Propagate Data Changes To All  Views.  ��T�SLS1176�NIMS shall propagate any update to a data element to all affected views. 

���SLS1177�3.2.4.1.2.1.2  Feedback.  ��T�SLS1178�NIMS shall provide feedback for all keystrokes and other data entry actions to give the user a positive indication that the action had the defined effect.   

���SLS1179�3.2.4.1.2.1.3  Absence of Codes.��T�SLS1180�NIMS shall provide error messages in clear text that identify the error and its effect on the user’s action.

���SLS1181�3.2.4.1.2.1.4  Unlimited Time For Entry Of Commands.  ��T�SLS1182�NIMS shall display user input until there is a user action that causes its activation or cancellation.

���SLS1183�3.2.4.1.2.1.5  Command From a Single Device.  ��T�SLS1184�NIMS shall provide a method of entry which allows the user to complete a command from a single input device.

���SLS1185�3.2.4.1.2.1.6  Work-in-Progress Notification.��T�SLS1186�NIMS shall provide the user with continuous notification while the system is performing an action that affects system use.

���SLS1187�3.2.4.1.2.1.7  Data Entry Restrictions.��T�SLS1188�NIMS applications shall minimize the typing requirement for data entry by providing the user with alternative methods such as point-and-click selections from menus and lists of permissible entries. ��T�SLS1189�NIMS shall properly label all input forms and items and indicate any input restrictions such as maximum field length and input format. ��T�SLS1190�NIMS shall clearly distinguish between required and optional input data.��T�SLS1191�NIMS shall minimize cumbersome data entry requirements associated with rigid formats, such as leading zeros, manual justification of numeric fields, variable length entries to be completed with spaces to a fixed length, and other formats that add filler character fields. ��T�SLS1192�NIMS shall provide tools similar to Windows-based word processing software for the entry of large amounts of text. ��T�SLS1193�NIMS procedures for each data item shall be entered in the same format consistent across all applications.��T�SLS1194�NIMS shall display default values for input items as defined in class definitions. ��T�SLS1195�NIMS shall allow the user to replace or accept the system’s default values, but also to request automatic restoration of specific variables. 

���SLS1200�3.2.4.1.2.2  Preview Commands.���SLS1201�3.2.4.1.2.2.1  User Confirmation Of Manually Entered Data.  ��T�SLS1202�NIMS shall require user confirmation of manually entered data prior to system acceptance and processing.  

���SLS1203�3.2.4.1.2.2.2  Capability To Clear A Command.  ��T�SLS1204�NIMS shall provide the tools to clear a command which is under composition.

���SLS1205�3.2.4.1.2.2.3  Modify Command Under Composition.  ��T�SLS1206�NIMS shall provide the tools to modify a command which is under composition.

���SLS1207�3.2.4.1.2.2.4  Automatically Clear Data Entry Feedback.  ��T�SLS1208�NIMS shall automatically clear the data entry forms for a command when the command is accepted.  

���SLS1209�3.2.4.1.2.3  Input Devices.���SLS1210�3.2.4.1.2.3.1  General.��D�SLS1212�NIMS input devices for data entry shall be mutually consistent throughout all applications and have identical operating characteristics.

���SLS1213�3.2.4.1.2.3.2  Pointer Device.���SLS1214�3.2.4.1.2.3.2.1  Cursor Control.  ��T�SLS1215�NIMS shall provide a pointer device as a cursor control. 

���SLS1216�3.2.4.1.2.3.2.2  Method For Selection.  ��T�SLS1217�NIMS shall enable the user to apply the pointer device to select one or more displayed objects as command parameters. 

���SLS1218�3.2.4.1.2.3.2.3  Method for Selection and Entry.  ��T�SLS1219�NIMS shall enable the user to apply the pointer device to simultaneously select a parameter and execute a command. 

���SLS1222�3.2.4.1.2.3.2.4  Movement Control.  ��T�SLS1223�NIMS shall enable the user to select and adjust the control over the movement of the cursor resulting from the manipulation of the pointer device. 

���SLS1224�3.2.4.1.2.3.2.5  Relocation Of Cursor To Adaptable Location.  ��T�SLS1225�NIMS shall provide a command that causes the cursor to relocate to an adapted location on the display. 

���SLS1226�3.2.4.1.2.3.2.6  Cursor Direction.  ��T�SLS1227�NIMS shall provide a  cursor that tracks the position of the pointer device.

���SLS1228�3.2.4.1.2.3.2.7  Left Or Right Handed.  ��D�SLS1229�NIMS shall provide a  pointer device that is equally usable with the left or the right hand. 

���SLS1230�3.2.4.1.2.3.3  Keyboard Device.���SLS1231�3.2.4.1.2.3.3.1  Feedback.  ��T�SLS1232�NIMS shall provide visual, tactile, and audible user feedback in response to all user keyboard and pointer actions. 

���SLS1233�3.2.4.1.2.3.3.2  Numeric Keys.  ��I�SLS1234�NIMS shall provide a set of numeric keys separate from the alpha keys. 

���SLS1235�3.2.4.1.2.3.3.3  Hard Function Keys.  ��T�SLS1236�NIMS shall provide labeled programmable function keys. 

���SLS1237�3.2.4.1.2.3.3.4  Soft Function Keys.  ��T�SLS1238�NIMS shall display user programmable function keys that are labeled to indicate the key’s current function. 

���SLS1239�3.2.4.1.3  Display Output.���SLS1240�3.2.4.1.3.1  General.���SLS1241�3.2.4.1.3.1.1  Usability Of Data.  ��T�SLS1242�NIMS shall present data in a form that can be used with no requirement for further user calculations, extrapolations, or references to outside sources. 

���SLS1243�3.2.4.1.3.1.2  Insufficient Space Indication.  ��T�SLS1244�NIMS shall provide an indication to the user whenever information is not displayed due to insufficient space in a view. 

���SLS1245�3.2.4.1.3.1.3  Text Presentation.  ��D�SLS1246�NIMS shall present text in upper case, lower case, and mixed case. 

���SLS1247�3.2.4.1.3.1.4  Continuous Text.  ��T�SLS1248�NIMS shall present text in sentence or paragraph format in mixed upper and lower case. 

���SLS1249�3.2.4.1.3.1.5  View Minimization/Suppression.  ��T�SLS1250�NIMS shall represent by unique identifier a view that is minimized or suppressed.

���SLS1251�3.2.4.1.3.1.6  Data Display.��T�SLS1253�NIMS shall use graphics  to enhance the presentation of information to the user. ��T�SLS1254�NIMS shall display information in a consistent manner throughout all applications. ��T�SLS1255�NIMS shall provide the tools to control the rate at which information is displayed.��T�SLS1256�NIMS shall label graphical information on all displays. ��T�SLS1257�NIMS shall provide for user scale adjustments in the display of graphical information.��T�SLS1258�NIMS shall minimize the use of cryptic codes and abbreviations on displays by using clear text labels and descriptions. ��T�SLS3109�NIMS shall use geographical information tools to present asset attributes (i.e., location, coverage, frequency, telecommunications), facility/system/service status (current, scheduled, manual, and/or automated), NOTAMs, business data, demographics, CAD data, and images.��T�SLS3108�NIMS shall use geographical information tools to perform expert analysis on key issues, visualize results on presentation-quality maps and data displays, and support 3D analysis.��T�SLS3107�NIMS shall use geographical information tools to provide advanced layout and editing tools and provide a complete system for creating publication-quality maps for the dissemination of  analyses/results/ideas.��T�SLS3106�NIMS shall use geographical information tools to provide user selectable views including composites of multiple views (i.e., facility locations and facility status).

���SLS1259�3.2.4.1.3.2  Basic Screen Design and Operation.��T�SLS1262�NIMS shall use windowing techniques to organize the display of information and other operational aspects of the applications. ��T�SLS1266�NIMS shall use color redundantly with symbols (i.e., color enhances discriminability of items, but item symbols should suffice in being distinctive and identifiable).��T�SLS1267�NIMS shall use color consistently in displays for all applications.    

���SLS1268�3.2.4.1.3.3  Alphanumeric List Data.���SLS1269�3.2.4.1.3.3.1  List Left-Justified And Vertical.  ��T�SLS1270�NIMS shall left justify and vertically align the first character of each list item.  

���SLS1271�3.2.4.1.3.3.2  Each Item New Line.  ��T�SLS1272�NIMS shall start each item in a list on a new line. 

���SLS1273�3.2.4.1.3.3.3  Group Separators.  ��T�SLS1274�NIMS shall use blank areas to separate logical groups of information. 

���SLS1275�3.2.4.1.3.3.4  Position Indication.  ��T�SLS1276�NIMS shall display an indication of the current position for data which can be paged and scrolled.

���SLS1277�3.2.4.1.3.4  Labels.��T�SLS1281�NIMS shall fully label each page in multiple page views. 

���SLS1282�3.2.4.1.3.5  Emphasis.���SLS1283�3.2.4.1.3.5.1  Information Coding.  ��A�SLS1284�NIMS shall use information coding techniques to discriminate among different classes of data. 

���SLS1285�3.2.4.1.3.5.2  Consistent Coding Conventions.  ��A�SLS1286�NIMS shall apply information coding conventions consistently. 

���SLS1287�3.2.4.1.3.5.3  Redundant Coding.  ��T�SLS1288�NIMS shall use distinctive, consistent highlighting techniques for all displayed alert and cautionary information. 

���SLS1289�3.2.4.1.3.5.4  Color Coding.  ��T�SLS1290�NIMS shall apply a single adaptable color coding scheme to all views. ��T�SLS1291�NIMS shall use colors and/or graphical representations to represent the operating status values of NAS infrastructure resources in graphical displays of operating status information. 

���SLS1292�3.2.4.1.3.5.5  Auditory Signals.���SLS1309�3.2.4.1.3.5.5.1  Auditory Alerts.��T�SLS1310�NIMS shall use auditory signals to indicate significant operational events. ��T�SLS2561�NIMS shall provide a digitized voice option for auditory alerts. ��T�SLS2563�NIMS shall provide the tools to disable auditory alerts. 

���SLS1293�3.2.4.1.3.5.5.2  Redundant. ��T�SLS1294�NIMS shall present redundant visual display information when auditory signals are used.

���SLS1295�3.2.4.1.3.5.5.3  Volume Adjust.  ��T�SLS1296�The volume of an auditory alarm shall be manually and continuously adjustable between an adaptable minimum level and maximum level.

���SLS1297�3.2.4.1.3.5.5.4  Signal Consistency.  ��T�SLS1298�NIMS shall always indicate the same information with the same auditory signal. 

���SLS1299�3.2.4.1.3.5.5.5  Duration.  ��T�SLS1300�NIMS shall provide auditory alerts with user adjustable intensity and duration settings. 

���SLS1303�3.2.4.1.3.5.5.6  Frequency Of Auditory Signals.  ��D�SLS1304�NIMS shall provide auditory signals with an adaptable frequency between 400 and 3000 Hz. 

���SLS1305�3.2.4.1.3.5.5.7  Modulation of Auditory Signal.  ��D�SLS1306�Modulation of auditory alerts shall be adaptable from one to eight cycles per second. 

���SLS1307�3.2.4.1.3.5.5.8  Auditory Alert Volume.  ��D�SLS1308�Auditory alert volumes shall be in accordance with FAA-G-2100F, section 3.3.6.5.5.1. 

���SLS1312�3.2.4.1.3.5.6  Blink Coding.���SLS1313�3.2.4.1.3.5.6.1  Purpose.  ��T�SLS1314�NIMS shall provide the tools to enable/disable the blinking or flashing of events based on user defined criteria.

���SLS1315�3.2.4.1.3.5.6.2  Blink or Flash Period.  ��T�SLS1316�NIMS shall use blinking or flashing data with equal “on” and “off” periods. 

���SLS1317�3.2.4.1.3.5.6.3  Adaptable Rate.  ��D�SLS1318�NIMS shall use adaptable blink or flash rates. 

���SLS1319�3.2.4.1.3.5.6.4  Remove Blink With Acknowledgement.  ��T�SLS1320�NIMS blinking or flashing shall terminate when acknowledged. ��T�SLS2564�NIMS blinking or flashing shall terminate when the signal condition ceases. 

���SLS1321�3.2.4.1.3.5.7  Brightness Coding.  ��T�SLS1322�NIMS shall use adaptable brightness coding.

���SLS1323�3.2.4.1.3.5.8  Size Coding.��T�SLS2566�NIMS shall use adaptable size coding.

���SLS1328�3.2.4.1.3.6  Menus.���SLS1329�3.2.4.1.3.6.1  Unavailable Menu Option. ��T�SLS1330�NIMS shall indicate the temporary unavailability of a menu option.

���SLS1331�3.2.4.1.3.6.2  Adaptable Order.  ��T�SLS1332�NIMS shall use an adaptable order of menu items. 

���SLS1333�3.2.4.2  Display Content.���SLS1334�3.2.4.2.1  General.���SLS1337�3.2.4.2.1.1  Events of Interest.��T�SLS1338�NIMS shall display tagged information related to events of interest.

���SLS1339�3.2.4.2.1.2  Multiple Tasks.��T�SLS1340�NIMS shall provide for simultaneous display and control of multiple operations tasks.

���SLS1341�3.2.4.2.2  NAS Status.���SLS1342�3.2.4.2.2.1  Status Available to All Facilities.��T�SLS1343�All NAS infrastructure facility status data shall be available to the NOCC, any OCC, any SOC,  and WCs.

���SLS1344�3.2.4.2.2.2  Simultaneous Display.��T�SLS1345�Each workstation shall simultaneously present multiple views of alphanumeric and graphical data. 

���SLS1346�3.2.4.2.2.3  Facility Performance.��T�SLS1347�NIMS shall provide continuous display of facility and equipment performance characteristics and status. 

���SLS1348�3.2.4.2.2.4  Information Access.��T�SLS1349�NIMS shall provide access to electronically archived information, e.g.: facility logs and performance and control data. ��T�SLS1350�NIMS shall provide a user interface for retrieval of all information.���SLS1351�NIMS shall (5) provide a log browser that supports the following:��T�SLS1352�(i)   Sorting view of log entries by date, time, event type, event priority, facility types, source, and user selected key words.��T�SLS1353�(ii)  Filtering view of log entries by date range, time range, event type, event priority, and source. ��T�SLS1354�(iii) Summary view of logged data. ��T�SLS2395�(iv)  Detailed view of logged data.��T�SLS2396�(v)   Combined summary and detailed views of logged data.��T�SLS1356�Printing the selected view of the logged event.��T�SLS1357�Saving the selected view of the logged event to a user specified file.

���SLS1358�3.2.4.2.2.5  Displays to Include.���SLS1359�3.2.4.2.2.5.1  General Status Overview.��T�SLS1360�NIMS shall display a general status overview of all selected NAS infrastructure resources.

���SLS1361�3.2.4.2.2.5.2  Operational Relationships.��T�SLS1362�NIMS shall display current operational relationships among NAS resources.��T�SLS1363�NIMS shall support presentation of reference information about current and projected infrastructure-dependent NAS services and their degree of estimated impact on NAS operations.��T�SLS1364�NIMS shall display current relationships between NAS resources and NAS services.��T�SLS1365�NIMS shall display relationship information graphically and textually. ��T�SLS1366�NIMS shall use consistent icons and notations to graphically display relationships. 

���SLS1335�3.2.4.2.2.5.3  External Interface Status Display.  ��T�SLS1336�NIMS shall display the status of each external interface.

���SLS1367�3.2.4.2.2.5.4  Communication Link Status.��T�SLS1368�NIMS shall display the status of communications links.

���SLS1369�3.2.4.2.2.5.5  Managed Subsystem Data.��T�SLS1370�NIMS shall display facility operational data including all current information provided by each managed subsystem.

���SLS1371�3.2.4.2.2.5.6  Manually Entered Data.��T�SLS1372�NIMS shall display manually entered data pertaining to NAS infrastructure resources not continuously monitored.

���SLS1373�3.2.4.2.2.5.7  Zoom Control.��T�SLS1374�NIMS displays shall provide the tools to zoom in from a status overview to lower levels of equipment indentures to allow the user to isolate and analyze specific facilities of concern.

���SLS1375�3.2.4.2.2.5.8  Adjustable Thresholds.��T�SLS1376�NIMS shall provide the tools to set alarm/alert display thresholds.

���SLS1377�3.2.4.2.2.5.9  Message Acknowledgement.��T�SLS1378�NIMS shall provide a means to acknowledge user defined messages.

���SLS1381�3.2.4.2.2.5.10  Action Record.��T�SLS1382�NIMS shall display a record of all actions taken by users with respect to NAS operations.

���SLS1383�3.2.4.2.2.5.11  Display Update.��T�SLS1384�NIMS shall display automatically updated NAS status information for all monitored facilities on appropriate NIMS workstations. 

���SLS1387�3.2.4.2.2.6  Display of  Alarm/Alert Information.���SLS1388�NIMS shall display the following information about any alarm/alert: ��T�SLS1389�(i)   Date and time that the conditions underlying the alarm/alert were detected.��T�SLS1390�(ii)  The identity of the resource in which the alarm/alert-causing condition is detected.��T�SLS1391�(iii) The higher level compositions (services, systems, and subsystems) affected by the conditions underlying the alarm.��T�SLS1392�(iv) Identification of resources available for restoration of service.��T�SLS1393�(v)  Any ancillary information contained in the associated operating status/condition status change notification from the resource, if any.��T�SLS1394�(vi)  Date and time that the alarm/alert was acknowledged by each user to whom the alarm/alert was sent (accompanied by the user identification [ID]).��T�SLS1395�(vii) Date and time the alarm/alert was cleared.��T�SLS1396�(viii) Event ticket number assigned and backup information associated with that event ticket.��T�SLS1397�(ix)  Date and time the alarm/alert was closed by a user (accompanied by the user ID).��T�SLS1398�NIMS shall provide each user the capability to define the set of conditions under which alarms/alerts will be generated at that user’s workstation. ��T�SLS1399�NIMS shall provide the user the capability to acknowledge each alarm/alert generated. ��T�SLS1400�NIMS shall provide, upon user request, a clear text statement of the logical process by which NIMS determined that the alarm/alert was warranted.��T�SLS1402�NIMS shall provide the tools to display alarm correlation information for a group alarm/alert in user selected formats, the forms to include tabular listings,  geographically-oriented graphical representations, and resource composition-oriented graphical representations (both logical and physical).��T�SLS1403�NIMS shall provide the tools to select the form of the current alarm/alert correlation information display at that user’s workstation.��T�SLS2998�NIMS shall provide users with context sensitive advisories and specific assistance during instances of NAS degradation and failure.

���SLS1404�3.2.4.2.2.7  Tailored Presentations.��T�SLS1405�NIMS shall provide the tools to display current operating status information on the basis of selectable combinations to include resource class, geographic location, organizational domain, operating status/condition status, administrative state, availability status, and criticality.��T�SLS1406�NIMS shall provide the tools to set the selection criteria for the current operating status/condition status displayed at that user’s workstation.��T�SLS1407�NIMS shall provide the tools to retrieve and display logged fault status information on the basis of selectable combinations to include time of occurrence, resource class, geographic location, organizational domain, operating status/condition status, administrative state/availability status, criticality, and attribute values.��T�SLS1408�NIMS shall provide the tools to display operating status/condition status information in user-selected formats, to include tabular listings, geographically-oriented graphical representations, and resource composition-oriented graphical representations (both logical and physical).��T�SLS1409�NIMS shall provide the tools to select the form of operating status/condition status information displayed at that user’s workstation.��T�SLS1410�NIMS shall support selectable displays for geographically-oriented views.��T�SLS1411�NIMS shall provide the tools to transition between different levels of geographically-oriented views.��T�SLS1412�NIMS shall provide the tools to transition between different levels of resource composition-oriented views.

���SLS1413�3.2.4.2.2.8  Service Certification Workstation.  ��T�SLS1414�NIMS shall display service certification test output data for selected subsystems. (For STARS/DSR/etc. where a special display is required to support certification.)

���SLS1415�3.2.4.2.3  Accessing NAS Infrastructure Information.���SLS1416�3.2.4.2.3.1  User-Specific Reporting.��T�SLS1417�NIMS shall provide the tools to define the set of resources for which NIMS is to report the NAS infrastructure and NAS service to the user.��T�SLS1418�NIMS shall respond to queries from each user for the current value of any operating status/condition status and criticality attribute in that user’s set.��T�SLS1419�NIMS shall notify each user of changes in the operating status/condition status and criticality attributes contained in that user’s set.��T�SLS1420�NIMS shall (8) provide the tools to enable and disable change notifications on the basis of selectable combinations of characteristics to include: resource class, resource containment, resource composition, geographic location, organizational domain, operating status/condition status, administrative state/availability status, and criticality.

���SLS1421�3.2.4.2.3.2  Display of NAS Infrastructure Resources by Jurisdictional Domain.��T�SLS1422�NIMS shall provide the tools to selectively display representations of NAS infrastructure resources on geographical backgrounds.��T�SLS1423�NIMS shall provide the tools to selectively display boundaries as part of geographic backgrounds including, but not limited to, state boundaries, region boundaries, and Air Traffic sector boundaries.��T�SLS1424�NIMS shall provide the ability to display representations of NAS infrastructure resources selected by resource class. ��T�SLS1425�NIMS shall provide the tools to display representations of NAS infrastructure resources, expressed in terms of a single FAA location, an FAA facility, a maintenance coverage area, an Air Traffic sector, and a geographic boundary.��T�SLS1426�NIMS shall provide the tools to display representations of NAS infrastructure resources selected by criteria including the value of state, status, and mode attributes.��T�SLS1427�NIMS shall provide the ability to display representations of NAS infrastructure resources selected by organizational domain. ��T�SLS1428�NIMS shall use consistent icons and notations to graphically display NAS infrastructure resources. ��T�SLS1429�NIMS shall provide the tools to browse and display the NAS infrastructure resources contained in the configuration database in the context of any of the relationships described in the relationships supported section.

���SLS1430�3.2.4.2.3.3  Displaying Individual NAS Infrastructure Resource Attribute Values.��T�SLS1431�NIMS shall display the attribute values of selected individual resources.

���SLS367�3.2.4.2.3.4  Mirror-Monitoring.��T�SLS368�NIMS shall permit an authorized user to mirror monitor the display of another user.��T�SLS372�NIMS shall ensure that performance of the display being mirror-monitored is not degraded.

���SLS1456�3.2.4.3  Decision Support.���SLS1457�3.2.4.3.1  Facilities Requiring Shutdown.��T�SLS1458�NIMS shall provide access to a list of facilities which will require shutdown for performance of routine scheduled maintenance.

���SLS1459�3.2.4.3.2  Facilities Requiring Certification.��T�SLS1460�NIMS shall provide access to a list of facilities by selectable area of jurisdiction for which certification is required. 

���SLS1461�3.2.4.3.3  Overdue Scheduled Maintenance.��T�SLS1462�NIMS shall provide access to a list of facilities with overdue certifications and for which there are a pre-defined significant level of non-performance for preventive maintenance (PM) actions supporting certification.

���SLS1463�3.2.4.3.4  Facility Flight Inspection.��T�SLS1464�NIMS shall provide access to flight inspection schedules for facilities by selectable area of jurisdiction.

���SLS1465�3.2.4.3.5  Points of Contact.���SLS1466�NIMS shall provide access to a list of required co-ordination activities, points of contact,  associated telephone numbers and other communication methods, to include, but not limited to:��T�SLS1467�AT and AF supervisory personnel and systems specialists.��T�SLS1468�Military contacts associated with joint use facilities.��T�SLS1469�Telephone companies.��T�SLS1470�Power companies.��T�SLS1471�Other utilities associated with prime power and communication links to remote facilities.��T�SLS1472�All local, state, and Federal organizations (including Local Fire Dept, Local Police Dept., DoD, NOAA, FEMA, and NASA) that respond to FAA facility emergencies.��T�SLS1473�Airport authorities.��T�SLS1474�Other designated parties.��T�SLS2399�Facility address.��T�SLS2398�Facility telephone number.

���SLS1447�3.2.4.3.6   Weather Data.��T�SLS1448�NIMS shall display selected graphical weather data.

���Sls3123�3.2.4.3.7  Environmental Data.��T�SLS518�NIMS shall display facility-related environmental data.

���SLS1449�3.2.4.3.8  Traffic Data.��T�SLS1450�NIMS shall display selected graphical Air Traffic data.

���SLS1475�3.2.4.3.9  Historical Information.��T�SLS1476�NIMS shall provide access to facility logs, alarm and certification histories, waivers, and other facility performance data to investigate facility performance trends.

���SLS1477�3.2.4.3.10  Checklists of Emergency Actions.��T�SLS1478�NIMS shall provide access to on-line checklists of emergency actions.

���SLS1479�3.2.4.3.11  FAA Documents.��T�SLS1480�NIMS shall provide on-line access to applicable FAA documents, orders, directives, and procedures.��T�SLS2999�NIMS provide context sensitive help and guidance to facilitate access, retrieval, and manipulation of on-line documentation.

���SLS1481�3.2.5  NIMS Performance Requirements.���SLS1482�3.2.5.1  No Performance Degradation.��A�SLS1483�NIMS shall have no measurable system performance degradation when the system is running at 100% of capacity at seven year sizing.

���SLS1484�3.2.5.2  Software Change Proposals (SCPs).  ��A�SLS1485�NIMS shall provide computing size for implementing 50 SCP resolutions per year at an average of 3,000 source lines of code (SLOC) per SCP resolution (applies to developed code only). 

���SLS1486�3.2.5.3  Program Trouble Reports (PTRs).  ��A�SLS1487�NIMS shall provide computing size for implementing 200 PTR resolutions per year at an average of 100 SLOC per PTR resolution (applies to developed code only). 

���SLS1488�3.2.5.4  Baseline Software Upgrades.  ��A�SLS1489�NIMS shall provide computing size for implementing and releasing one baseline site-adapted software upgrade per year at an average of 12,000 SLOC per update (applies to developed code only). 

���SLS1492�3.2.5.5  Response Times and Update Rates.���SLS1493�3.2.5.5.1  Response Time Definition.  ��A�SLS1494�NIMS shall define all response time requirements as the values at the 95th percentile, unless otherwise stated. 

���SLS1495�3.2.5.5.2  Update Rate Definition.  ��A�SLS1496�NIMS shall define all update rate requirements as the values at the 95th percentile, unless otherwise stated. 

���SLS1497�3.2.5.5.3  Response Times.���SLS1498�3.2.5.5.3.1  Data Entry Device Response Times.���SLS1499�3.2.5.5.3.1.1  Alphanumeric Input Devices.  ��A�SLS1500�The time from the input of a character to its display shall be within 100 milliseconds.

���SLS1501�3.2.5.5.3.1.2  Pointing Device Actuation Response Time.  ��A�SLS1502�NIMS shall provide an indication that a pointing device was actuated within 100 milliseconds after the device is actuated.

���SLS1503�3.2.5.5.3.1.3  Pointing Device Moving Response Time.  ��A�SLS1504�NIMS shall provide an indication that a pointing device was moved within 100 milliseconds after the device is moved.

���SLS1505�3.2.5.5.3.1.4  Keyboard Data Entry Rate.��A�SLS1506�NIMS shall handle keyboard entry input at a rate of 13 characters per second without experiencing buffer overrun conditions.

���SLS1507�3.2.5.5.3.2  Data Display Response Time.���SLS1508�3.2.5.5.3.2.1  Data Exchange Performance Requirements.��T�SLS2984�Unless otherwise stated, NIMS shall (7) process data exchange events in accordance with the following response time allocations (see Figure 1):

(i)   t0/T0 =  x/X = Time of managed object processing per managed object specification

(ii)  t1/T1 = 0.5/1 seconds = Last Byte Out of Managed Subsystem to Last Byte into Tandem/Gateway/Proxy Processor*

(iii) t2/T2 = 2/4 seconds = Tandem/Gateway/Proxy Processing

(iv) t3/T3 = 0.5/1 seconds = Last Byte Out of Tandem/Gateway/Proxy Processor to Last Byte In of (N)OCC*

(v)   t4/T4 = 2/6 seconds =  (N)OCC Processing

(vi)  t5/T5 = 0.5/1 seconds = Last Byte Out of (N)OCC Processor to Last Byte In of Remote Display Processor*

t6/T6 = 2/4 seconds = Remote Display Processing, 

where, 

tn = mean time requirement, and Tn = 95th percentile time requirement.

* Communications times are post-connection.����
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����������T�SLS2983�NIMS shall complete (N)OCC internal round robin processing, t4, in a mean time of two (2) seconds.��T�SLS2982�NIMS shall complete (N)OCC internal round robin processing, T4, in a 95th percentile time of six (6) seconds.��T�SLS2981�NIMS shall complete remote display subsystem internal round robin processing, t6, in a mean time of two (2) seconds.��T�SLS2980�NIMS shall complete remote display subsystem internal round robin processing, T6, in a 95th percentile time of four (4) seconds.��T�SLS2979�t1/T1, t3/T3, and t5/T5 time requirements apply irrespective of the number of actual circuits and routing steps needed.��T�SLS2978�t4/T4 and t6/T6 time requirements include time to present display information and messages to the user.

���SLS1514�3.2.5.5.3.2.2  Process Query Result.��T�SLS1515�NIMS shall process results from a query in a mean time of fifteen (15) seconds for collected information which is resident on a NIMS computer storage device local to the user requesting the data.��T�SLS2986�NIMS shall process results from a query in a 95th percentile time of one (1) minute for collected information which is resident on a NIMS computer storage device local to the user requesting the data.

���SLS1516�3.2.5.5.3.2.3  Display Query/Report Results.��T�SLS1517�NIMS shall display results from a query/report within a mean time of one (1) second after completion of processing within NIMS.��T�SLS3052�NIMS shall display results from a query/report within a 95th percentile time of six (6) seconds after completion of processing within NIMS.

���SLS1531�3.2.5.5.3.3  Request Status Indication.  ��T�SLS1532�NIMS shall display an indication of the progress of functions requested by user input every one (1) second until the function has completed. 

���SLS1540�3.2.5.5.4  NIMS Transition Times.��T�SLS1542�NIMS shall switch NIMS resources in a mean time of two (2) seconds.��T�SLS2987�NIMS shall switch NIMS resources in a 95th percentile time of six (6) seconds maximum.��T�SLS1544�NIMS shall switch between two versions of application software in no more than 45 seconds.��T�SLS1546�NIMS shall switch between two sets of site adaptation data in no more than 45 seconds.��T�SLS2988�NIMS shall perform the transfer of all operational functions of an NOCC/OCC facility within five (5) minutes.

���SLS1547�3.2.5.6  Time Accuracy of Recorded Data.��T�SLS1548�NIMS shall automatically recover from system resource failure within a mean time of two (2) seconds.��T�SLS2989�NIMS shall automatically recover from system resource failure in a 95th percentile time of six (6) seconds.

���SLS1549�3.2.5.7  Recovery.���SLS1550�3.2.5.7.1  Recovery From Power Failure.���SLS1551�3.2.5.7.1.1  Commercial Power Outage.��T�SLS1552�NIMS shall continue to provide full service during a commercial power outage.

���SLS1553�3.2.5.7.1.2  Commercial and Generator Power Outage.��T�SLS1554�NIMS shall continue to provide full service for 15 minutes during a loss of commercial and generator power.

���SLS1555�3.2.5.7.1.3  Power or Full Reset.��T�SLS1556�NIMS shall restore full service within 15 minutes after a power reset or full system reset.

���SLS1557�3.2.5.7.2  Recovery from System Resource Failure.��T�SLS1558� NIMS shall automatically recover from system resource failure for a mean time of two (2) seconds.��T�SLS3053�NIMS shall automatically recover from system resource failure in a 95th percentile time of six (6) seconds.��T�SLS2401�NIMS shall automatically restore monitored subsystems to full service within a mean time of two (2) seconds for those managed subsystems with redundant capability.��T�SLS3054�NIMS shall automatically restore monitored subsystems to full service in a 95th percentile time of six (6) seconds for those managed subsystems with redundant capability.��T�SLS2991� NIMS shall automatically resume monitoring of monitored subsystems within a mean time of two (2) seconds. ��T�SLS3055�NIMS shall automatically resume monitoring of monitored subsystems in a 95th percentile time of six (6) seconds. ��T�SLS2990�NIMS failure shall be transparent to all NAS subsystems.

���SLS1559�3.2.5.7.3  State After Recovery.  ��T�SLS1560�NIMS shall recover from power failures and system resource failures to return the system to the processing activities, including data processing and presentation, in existence prior to the power or resource failure. ���SLS1561�NIMS shall recover from failures to a secure state in accordance with the requirements of section 3.2.3.5, NIMS Security Requirements.

.���SLS1562�3.2.5.8  NIMS Performance Monitoring.���SLS1563�3.2.5.8.1  Collection of Performance Data.���SLS1564�3.2.5.8.1.1  Computer Hardware Resource Utilization Monitoring.���SLS1565�3.2.5.8.1.1.1  Computer Hardware Resource Data Sampling Interval Adaptation.  ��T�SLS1566�NIMS shall provide a user-selectable computer hardware resource data sampling interval used for performance data collection.  

���SLS1567�3.2.5.8.1.1.2  Processor Utilization.��A�SLS1568�NIMS shall determine the peak percentage of processor capacity in use during the computer hardware resource data sampling interval for each task and process executing on each processor.

���SLS1569�3.2.5.8.1.1.3  Memory Utilization.��A�SLS1570�NIMS shall determine the peak percentage of memory capacity in use during the computer hardware resource data sampling interval for each task and process executing on each processor.

���SLS1571�3.2.5.8.1.1.4  Network Utilization.  ��A�SLS1572�NIMS shall determine the peak percentage of network capacity in use during the computer hardware resource data sampling interval. 

���SLS1573�3.2.5.8.1.1.5  Monitor Depletion of Computer Hardware Capacity.  ��A�SLS1574�NIMS shall compare percentages of computer hardware capacity against adaptable thresholds to determine alarm condition.

���SLS1575�3.2.5.8.1.2  System Workload Monitoring.��T�SLS1577�NIMS shall provide an adaptable system workload data sampling interval used for performance data collection. 

���SLS1578�3.2.5.8.2  Performance Data Statistics.���SLS1579�3.2.5.8.2.1  Performance Data Summarization.��A�SLS1580�NIMS shall compute the maximum, minimum, and average value of each data item specified in section 3.2.5.8.1, Collection of Performance Data, over an adaptable summarization interval when a summarization interval is not specified by a user. 

���SLS1581�3.2.5.8.2.2  Interval Annotation.��T�SLS1582�NIMS shall provide on-line user annotation fields for performance data reports.

���SLS1583�3.2.5.8.2.3  Display.��T�SLS1584�NIMS shall display summaries of performance data.

���SLS1585�3.2.5.8.3  Data Logging.��T�SLS1586�NIMS shall log modifications to the NAS physical and operational configuration database within three (3) seconds of their occurrence.��D�SLS1587�NIMS shall be capable of logging 1,000 log records per second. 

���SLS2704�3.2.5.9  Concurrent Users.��A�SLS2705�NIMS shall support simultaneous on-line user operations without processing delays up to a maximum of 2,200 users throughout the NAS.��A�SLS2706�NIMS shall support simultaneous on-line user operations without processing delays up to a maximum of 1,600 users per control center (NOCC/OCCs).��D�SLS3112�NIMS shall support 32 users simultaneously monitoring a single NAS infrastructure resource.

���SLS1588�3.3  NIMS External Interfaces.���SLS1599�3.3.1  Remote Maintenance Interface.���SLS1600�3.3.1.1  Interface Purpose.��T�SLS1601�NIMS shall provide a remote maintenance interface for the purpose of downloading software upgrades and for uploading system performance and software diagnostic data. 

���SLS1602�3.3.1.2  Remote Maintenance Interface Characteristics.  ���SLS1603�NIMS shall (6) implement the remote maintenance interface in accordance with the requirements of the following, as appropriate:��T�SLS1604�NAS Infrastructure Management System Manager/Managed Subsystem Interface Requirements Document, NAS-IR-51070000.��T�SLS1605�NAS System Level Specification for Managed Subsystems, FAA-E-2911.��T�SLS1606�NAS Infrastructure Management System Manager/Managed Subsystem Using the Simple Network Management Protocol Version 1 (SNMPv1) Interface  Control Document, NAS-IC-51070000-1.��A�SLS1607�NAS Infrastructure Management System Manager/Managed Subsystem Using the Simple Network Management Protocol Version 2 (SNMPv2) Interface Control Document, NAS-IC-51070000-2 (Future).��A�SLS1608�NAS Infrastructure Management System Manager/Managed Subsystem Using the Common Management Information Protocol (CMIP) Interface Control  Document, NAS-IC-51070000-3 (Future).��A�SLS3104�NAS Infrastructure Management System Manager/Managed Subsystem Using Dynamic Data Exchange (DDE)/Object Linking and Embedding (OLE)/Component Object Model (COM) Interface Control Document (Future).

���SLS1609�3.3.1.3  Types of Data Links.���SLS1610�NIMS shall (8) communicate with managed subsystems over the following types of communications links, to include:��T�SLS1611�Dedicated full time land-based telecommunications circuits.��T�SLS1612�Commercial data networks such as the Internet (via appropriate secure gateways).��T�SLS1613�Dial-up land-based telecommunications circuits.��T�SLS1614�Dial-up cellular telecommunications circuits.��T�SLS1615�Microwave telecommunications circuits.��T�SLS1616�Satellite telecommunications circuits.��T�SLS1617�All  FAA-owned telecommunications networks.��T�SLS1618�All FAA-leased telecommunications networks.

���SLS1594�3.3.2  Independent Time Source Interface.���SLS1595�3.3.2.1  Single Source for Time.��T�SLS1596�A single independent time source interface shall accept data from a calibrated national standard time source.

���SLS1597�3.3.2.2  Independent Time Source Characteristics.  ��T�SLS1598�NIMS shall implement the independent time source interface in accordance with a vendor-defined ICD.  

���SLS2573�3.3.3  Data System Interfaces.���SLS2974�3.3.3.1  General.��T�SLS754�NIMS shall provide electronic interfaces to NAS planning systems.��T�SLS759�NIMS shall provide electronic interfaces to NAS engineering systems.

���SLS300�3.3.3.2  AT Systems.��T�SLS301�NIMS shall access Air Traffic (AT) systems to support NAS infrastructure management.

���SLS2720�3.3.3.3  Corporate Information Management System (CIMS).��T�SLS2583�NIMS shall implement the CIMS interface in accordance with an FAA-defined ICD.

���SLS2574�3.3.3.4  Consolidated Personnel Management Information System (CPMIS).��T�SLS2624�NIMS shall implement the CPMIS interface in accordance with an FAA-defined ICD.

���SLS2623�3.3.3.5  Departmental Accounting and Financial Information System (DAFIS).  ��T�SLS2581�NIMS shall implement the DAFIS interface in accordance with an FAA-defined ICD.

���SLS1589�3.3.3.6  Enhanced Traffic Management System (ETMS).��T�SLS1593�NIMS shall implement the ETMS interface in accordance with the NIMS/Enhanced Traffic Management System ICD, NAS-IC-21052100.

���SLS2582�3.3.3.7  Executive Information System (EIS).��T�SLS2586�NIMS shall implement the EIS interface in accordance with an FAA-defined ICD.

���SLS2722�3.3.3.8  FAA Intranet.��T�SLS2723�NIMS shall implement the intranet interface in accordance with an FAA-defined ICD.

���SLS2584�3.3.3.9  Logistics and Inventory System (LIS).��T�SLS2628

�NIMS shall implement the LIS interface in accordance with an FAA-defined ICD.

���SLS3058�3.3.3.10  Notices to Airmen (NOTAMs).��T�SLS3059�NIMS shall request data from the NOTAM system.

���SLS2627�3.3.3.11  Personal Property In-Use Management System (PPIMS).��T�SLS2626�NIMS shall implement the PPIMS interface in accordance with an FAA-defined ICD.

���SLS2625�3.3.3.12  Regional Information System (REGIS).��T�SLS2589�NIMS shall implement the REGIS interface in accordance with an FAA-defined ICD.

���SLS2588�3.3.3.13  Resource Tracking Program (RTP).��T�SLS2587�NIMS shall implement the RTP interface in accordance with an FAA-defined ICD.

���SLS2585�3.3.3.14  Telecommunications Information Management System (TIMS).��T�SLS2721�NIMS shall implement the TIMS interface in accordance with an FAA-defined ICD.

���SLS298�3.3.3.15  Weather Processing Systems.��T�SLS299�NIMS shall access external weather processing systems to support NAS infrastructure management.

���SLS2850�3.3.3.16  Internet.��T�SLS2725�NIMS shall access the Internet.

���SLS3129�3.3.3.17  Bar Code Asset Tracking System (BCATS).��T�SLS3130�NIMS shall implement the BCATS interface in accordance with an FAA-defined ICD.

���SLS3131�3.3.3.18  Performance Evaluation Database (PED)��T�SLS3132�NIMS shall implement the PED interface in accordance with an FAA-defined ICD.

���SLS1619�3.4  NIMS Internal Interfaces.���SLS1620�3.4.1  Internal Interfaces Protocol.  ��D�SLS1621�All internal interfaces shall comply with standard data communications protocols approved by EIA, IEEE, ISO, ITU-T, or NIST.

���SLS1622�3.4.2  Internal Interface Characteristics.  ��T�SLS1623�NIMS shall implement all internal interfaces in accordance with a vendor-defined ICD. 

���SLS1624�3.5  NIMS Internal Data Requirements.���SLS1625�Reserved.

���SLS1626�3.6  Adaptation.���SLS1627�3.6.1  Operational Parameter Values.  ��T�SLS1628�NIMS shall employ software adaptation to set system-wide and site-specific operational parameters. 

���SLS1629�3.6.2  Adaptation Parameter Change Control.  ��T�SLS1630�NIMS shall control access to change adaptation parameter data. 

���SLS1633�3.6.3  Parameter Value Defaults.  ��T�SLS1634�NIMS shall assign a default value to each site-specific adaptable parameter. 

���SLS1635�3.6.4  Parameter Value Ranges.  ��T�SLS1636�NIMS shall assign an acceptable range of values to each site-specific adaptable parameter. 

���SLS1637�3.6.5  Parameter Value Validation.  ��T�SLS1638�NIMS shall validate all adaptable parameter values against the acceptable range of values. 

���SLS1639�3.6.6  Parameter Value Validation Errors.  ��T�SLS1640�NIMS shall report errors which result from the parameter value validation process to the user.

���SLS1641�3.6.7  Parameter Value Dependency Validation.  ��T�SLS1642�NIMS shall validate the combination of values selected for a set of system-wide and site-specific adaptable parameters by the system prior to acceptance and implementation.

���SLS1643�3.6.8  Implementation of Site Adaptation Changes.  ��T�SLS1644�NIMS shall validate site adaptation changes accepted and employed without the need for software recompilation or reload of the entire operational program. 

���SLS1645�3.7  Safety.���SLS1646�3.7.1  Personnel Safety.���SLS1647�3.7.1.1  Safety Features of System Equipment Design.  ��I�SLS1648�NIMS shall contain safety features which comply with UL1950, the FAA Human Factors Design Guide, and the FAA System Safety Handbook (draft). 

���SLS1649�3.7.1.2  Radio Frequency/Microwave, X, and Laser Radiation Limits.  ��I�SLS1650�NIMS shall comply with FAA-G-2100F, section 3.3.6.2 and associated subsections. 

���SLS1651�3.7.1.3  Noise Criteria.���SLS1652�3.7.1.3.1  Manned Areas.  ��I�SLS1653�NIMS equipment installed in manned areas shall meet requirements specified in FAA-G-2100F, section 3.3.7.1.1.

���SLS1654�3.7.1.3.2  Equipment Areas.  ��I�SLS1655�NIMS equipment installed in unmanned equipment areas shall meet the requirements specified in FAA-G-2100F, section 3.3.7.1.2.

���SLS1656�3.7.2  Hazardous Materials.���SLS1657�3.7.2.1  Toxic Hazards.  ��I�SLS1658�NIMS system components shall be in compliance with MIL-STD-1472D, section 5.13.7.4.

���SLS1659�3.7.2.2  Gases.  ��I�SLS1660�No materials installed in NIMS equipment shall liberate gases which combine with the atmosphere to form an acid or corrosive alkali. 

���SLS1661�3.7.2.3  Fumes.  ��I�SLS1662�No materials installed in the equipment shall liberate toxic or corrosive fumes which would be detrimental to the performance of the equipment or health of personnel. 

���SLS1663�3.7.2.4  Explosive Atmosphere.  ��I�SLS1664�No materials installed in the equipment shall liberate gases which produce an explosive atmosphere. 

���SLS1665�3.7.2.5  Mercury.  ��I�SLS1666�NIMS shall use no materials or parts containing mercury. 

���SLS1667�3.7.2.6  Cadmium.  ��I�SLS1668�Use of cadmium plating shall be restricted in accordance with the requirements specified in FAA-G-2100F, section 3.3.1.2.6.3.1.

���SLS1669�3.7.2.7  Glass Fiber.  ��I�SLS1670�NIMS shall contain no glass fiber materials which cause skin irritation to operating personnel as the outer surface and covering on cables, wire and other items.

���SLS1671�3.7.3  Physical Safety.  ��I�SLS1672�NIMS physical configuration and operational aspects shall comply with UL1950 (section 4 and associated subsections), the FAA Human Factors Design Guide, and the FAA System Safety Handbook (draft).

���SLS1673�3.7.4  Electrical Safety.  ���SLS1674�3.7.4.1  Electrical Systems.��I�SLS1675�The NIMS electrical systems shall comply with UL1950, section 2. 

���SLS1676�3.7.4.2  Cabling and Connections.  ��I�SLS1677�NIMS cabling and connections shall not impede maintenance activities.

���SLS1678�3.7.4.3  National Electrical Code Adherence.  ��I�SLS1679�NIMS cable installation and electrical connections shall comply with the National Electrical Code, NFPA 70.

���SLS1680�3.7.5  Fire Resistance.  ��I�SLS1681�NIMS shall comply with UL1950, section 4.4.

���SLS1682�3.8  Physical Security Requirements.���SLS1683�Reserved.

���SLS1684�3.9  System Environment.���SLS1685�3.9.1  Equipment in Conditioned Facility.       ���SLS1686�3.9.1.1  Operating Conditions.  ��I�SLS1687�System resources located in NOCC/OCC/SOC/WC manned and unmanned areas shall operate under the ambient conditions listed in FAA-G-2100F, Table III, Environment V, with the following exception: altitude range of 0 feet to 8000 feet above sea level. ��I�SLS3001�System resources located in WC manned areas below sea level or more than 8,000 feet above sea level shall operate under the ambient conditions listed in FAA-G-2100F, Table III, Environment II.��I�SLS2475�MDT resources located in unattended facilities shall operate under the ambient conditions listed in FAA-G-2100F, Table III, Environment II, with the following exception: altitude range of 120 feet below sea level to 10,000 feet above sea level. 

���SLS1688�3.9.1.2  Electrostatic Discharge.���SLS1689�No system failures or service interruptions shall (2) occur due to electrostatic discharge under the following conditions:��T�SLS1690�While in a non-operating state, when subjected to either a voltage discharge of 12 kV, as stored in a 100 pf capacitor and discharged to the equipment case through a series impedance of 100 ohms, or a transient current with an energy content of 7.2 millijoules.��T�SLS1691�During operation, when subjected to either a voltage discharge of 7 kV, as stored in a 100 pf capacitor and discharged to the equipment case through a series impedance of 500 ohms, or a transient current with an energy content of 2.45 millijoules.

���SLS1692�3.9.2  Thermal Design.  ��I�SLS1693�The NIMS thermal design  shall comply with FAA-G-2100F, sections 3.1.3.5.2 and 3.1.3.5.3.

���SLS1694�3.9.3  Non-Operating Conditions.  ���SLS1695�The environmental values for non-operational system equipment shall (2) comply with FAA-G-2100F, section 3.2.1.2.4 with the following exceptions:��I�SLS1696�Maximum non-operational temperature of 56 degrees Celsius.��I�SLS1697�Minimum non-operational temperature of -40 degrees Celsius.

���SLS1698�3.10  Computer Resources.���SLS1699�3.10.1  Processor Utilization.  ��A�SLS1700�NIMS shall have an average measured central processing unit idle time of each processing component  of not less than fifty percent (50%) when measured at 10 second intervals, over a one hour period.

���SLS1701�3.10.2  Memory Utilization.  ��A�SLS1702�NIMS shall have an  average measured utilization of physical random access memory (RAM) and virtual memory for each processing component of not greater than seventy-five percent (75%) when measured at 60 second intervals, over a one hour period.

���SLS1703�3.10.3  Physical Memory Expansion.  ��I�SLS1704�NIMS shall have a  physical RAM for each processing component that is expandable by at least one hundred percent (100% ) of the delivered level by adding plug-in modules. 

���SLS1705�3.10.4   On-line Storage Utilization.��I�SLS1706�NIMS shall have an on-line storage capacity at least twice that required for all functionality at seven year sizing.

���SLS1707�3.10.5  Network Utilization.  ��A�SLS1708�NIMS shall have an average measured utilization (as a percentage of total capacity of local area network (LAN)) of  not greater than fifty percent (50%) when measured at 60 second intervals, over a one hour period.

���SLS1709�3.11  System Quality Factors.���SLS1710�3.11.1  Availability.��I�SLS2857�The government shall provide electrical power service with an availability of greater than or equal to .9998 to the NOCC, OCC, WC, and SOC. ��I�SLS2856�The government shall provide telecommunications service with an availability of greater than or equal to .9998 to the NOCC, OCC, WC, and SOC. ��I�SLS2855�The government shall provide HVAC service with an availability of greater than or equal to .9998 to the NOCC, OCC, WC, and SOC. ��I�SLS2854�The government shall provide Tandem RMMS service with an availability of greater than or equal to .9998 to the NOCC, OCC, WC, and SOC. ��I�SLS1711�The NIMS system shall have an inherent hardware availability of greater than or equal to .9998 up to the NIMS demarcation within the NOCC, OCC, WC, and SOC.��I�SLS2853�NIMS MDTs shall have an inherent hardware availability of greater than or equal to .993.

���SLS1712�3.11.2  Reliability.���SLS2858�3.11.2.1  Single Point of Failure.��I�SLS1714�NIMS design shall preclude any single points of failure, excluding MDTs and workstations. 

���SLS2859�3.11.2.2  NIMS System Reliability.��A�SLS2862�For failures less than or equal to 10 minutes, NIMS system mean time between failure (MTBF) (to include hardware and software) shall be greater than or equal to 834 hours for systems installed in the NOCC, OCCs, WCs, and SOCs.��A�SLS2863�For failures greater than 10 minutes, NIMS system mean time between critical failures (MTBCF) (to include hardware and software) shall be greater than or equal to 2,500 hours for systems installed in the NOCC, OCCs, WCs, and SOCs.��A�SLS2864�For failures less than or equal to 10 minutes, MDT MTBF (to include hardware and software) shall be greater than or equal to 24 hours.��A�SLS2865�For failures greater than 10 minutes, MDT MTBCF (to include hardware and software) shall be greater than or equal to 72 hours.

���SLS2860�3.11.2.3  NIMS Component Reliability.��A�SLS2867�For failures less than or equal to 10 minutes, NIMS component MTBF (to include hardware and software) shall be greater than or equal to 24 hours.��A�SLS2866�For failures greater than 10 minutes, NIMS component MTBCF (to include hardware and software) shall be greater than or equal to 72 hours.

���SLS1715�3.11.3  Maintainability.��A�SLS1718�NIMS shall have a mean time to repair (MTTR) for all components in any NIMS subsystem of no greater than 0.5 hours. ��A�SLS1720�NIMS shall have a maximum time to repair for all components in any NIMS subsystem of no greater than 1.5 hours.��A�SLS1723�NIMS shall not require preventive maintenance on any NIMS subsystem more often than one time every three months. ��A�SLS1725�NIMS shall not require preventive maintenance on any NIMS subsystem of more than 2 staff hours of continuous effort by one individual per period of preventive maintenance.

���SLS1726�3.12  Design and Construction.���SLS1728�3.12.1  Enhanceability.  ��D�SLS1729�NIMS shall provide the tools to add, delete, and adapt hardware and software components to provide new and improved functionality, capacity, and performance without change to the architecture.

���SLS1730�3.12.2  Scalability.  ��D�SLS1731�NIMS shall provide the capacity to add, delete, and adapt resources in order to implement a tailored infrastructure management system with the capacity, functionality, and performance required for any given control center or work center. 

���SLS1797�3.12.3  Hardware.���SLS1834�3.12.3.1  Display Characteristics.���SLS1835�3.12.3.1.1  Ambient Light.  ��D�SLS1836�The NIMS displays shall (2) provide legibility in an environment with: ���SLS3125�High ambient (50 foot-candles) artificial light conditions.���SLS3124�Low ambient (5 foot-candles) light conditions.

���SLS1837�3.12.3.1.2  Resolution.  ��I�SLS1838�Standard User.  NIMS displays shall provide resolution of 1280 by 1024 dots per inch.  ��I�SLS2622�Supervisor/Administrative User.  NIMS displays shall provide resolution of 1600 by 1280 dots per inch.��I�SLS3077�Maintenance Data Terminals (MDTs).  MDT displays shall provide resolution of 820 by 640 dots per inch.

���SLS1810�3.12.3.1.3  Color.  ��I�SLS1811�NIMS shall provide workstations that display millions of colors (true color).

���SLS1839�3.12.3.1.4  Display Exhaust.  ��I�SLS1840�The NIMS displays shall exhaust air to the rear and/or top rear of the workstation away from the equipment user. 

���SLS1832�3.12.3.2  Special Tools.  ��D�SLS1833�Special tools shall comply with FAA-G-2100F, section 3.3.1.3.5.5 and its associated subsections. 

���SLS1814�3.12.3.3  Touch Screen  Physical Characteristics.  ��D�SLS1815�When a touch screen is provided as the alphanumeric entry device, it shall comply with MIL-STD-1472D, section 5.4.6 and its associated subsections. 

���SLS1812�3.12.3.4  Keyboard Physical Characteristics.  ��D�SLS1813�When a keyboard is provided as the alphanumeric entry device, it shall comply with MIL-STD-1472D, section 5.4.3.1.3 and its associated subsections. 

���SLS1801�3.12.3.5  Aural Signal.  ��D�SLS1802�All workstations shall generate aural signals as specified in MIL-STD-1472D, section 3.2.4.1.3.5.5, Auditory Coding. 

���SLS1806�3.12.3.6  Controller/Generator.  ��D�SLS1807�All workstations shall present data on their associated displays at the addressable resolution through the use of a graphics controller/generator. ��I�SLS1809�The graphics controller/generator shall provide primitives to support the computer-human interface requirements of  section 3.2.4.1, Computer-Human Interface (CHI) Requirements. 

���SLS1827�3.12.3.7  Pointer Device.��D�SLS1829�When a mouse is used, the device shall comply with MIL-STD-1472D, paragraph 5.4.3.2.6. ��D�SLS1831�When a trackball is used, the device shall comply with MIL-STD-1472D, paragraph 5.4.3.2.4. 

���SLS1848�3.12.3.8  Printers.���SLS1849�3.12.3.8.1  ASCII Printer.  ��I�SLS1850�NIMS shall provide ASCII-capable printers.

���SLS1851�3.12.3.8.2  Page Printer.  ��I�SLS1852�If a page printing device is provided, NIMS shall provide it controllable according to the conventions identified in the Adobe Systems PostScriptTM standard. 

���SLS1853�3.12.3.8.3  Plotter.  ��I�SLS1854�NIMS shall support a plotter capable of producing E-size color documents.  

���SLS1855�3.12.3.8.4  Printer Notification.  ��T�SLS1856�All printers shall provide notification of printer anomalies. 

���SLS1857�3.12.3.9  Independent Time Source Accuracy.  ��I�SLS1858�The independent calibrated national standard time source shall have an accuracy relative to Co-ordinated Universal Time (UTC) of within one (1) msec. 

���SLS1859�3.12.3.10  Hardware Maintenance.���SLS1860�3.12.3.10.1  Accessibility.  ��I�SLS1861�Equipment layout shall provide clear and unrestricted access for service or replacement of any LRU. 

���SLS1862�3.12.3.10.2  Serviceability.��D�SLS1866�LRU replacement shall be performed without interruption of operation.��I�SLS1864�Equipment layout shall provide ready access to all adjustments, test points, terminals, and wiring. ��I�SLS2402�Redundant equipment shall not be located in the same rack as primary equipment.��I�SLS2403�Each equipment rack shall have an independent power feed.

���SLS1867�3.12.4  Software.���SLS1868�3.12.4.1  Open Systems Environment.���SLS1869�3.12.4.1.1  Data Management Services.��I�SLS1871�Data dictionary/directory implementations shall comply with FIPS 156, Information Resource Dictionary Systems. ��I�SLS1873�SQL processors shall comply with FIPS 127-2, Database Language SQL. 

���SLS1874�3.12.4.1.2  Computer/Human Interface Services.  ��I�SLS1875�Client-server operations shall comply with FIPS 158-1, The User Interface Component of the Applications Portability Profile. 

���SLS1876�3.12.4.1.3  Network Services.  ��I�SLS1877�Computer network services shall comply with FIPS 146-2, Profiles for Open Systems Internet working Technologies (POSIT). 

���SLS1878�3.12.4.1.4  Operating System Services.  ��I�SLS1879�Operating system environments for kernel operations shall implement FIPS 151-2, Portable Operating System Interface (POSIX)-System Application Program Interface (C Language).

���SLS1880�3.12.4.1.5  Application Software Implementation Language.��I�SLS1882�All automation application software shall implement a higher order language (HOL) which complies with the FIPS standards as specified below. ��I�SLS1900�All new NIMS utilities, tools, and diagnostics shall be developed in the same higher order language as the automation application software. ��I�SLS1886�Ada language processors shall comply with FIPS 119, Ada. ��I�SLS1888�NIMS shall provide all modifications to automation application software that are written in the HOL that is predominant in the majority of the existing automation application software code.��I�SLS1884�C language processors shall comply with FIPS 160C, C Language Processors. 

���SLS1889�3.12.4.2  Commercially Available Software (CAS).��T�SLS1891�CAS shall be used without modification to the source code. ��T�SLS1894�NIMS shall document the method of entry for all parameters used to configure a CAS component. ��T�SLS1896�NIMS shall document the usage of all parameters for configuring a CAS component.��T�SLS1898�NIMS shall document the acceptable values for all parameters used to configure a CAS component.

���SLS1901�3.12.5  Firmware.��I�SLS1903�NIMS shall use reprogrammable non-volatile storage device application code storage. ��T�SLS1905�NIMS shall accomplish reprogramming of non-volatile storage devices used for NIMS application code storage without the removal of the device. 

���SLS1906�3.12.6  Electrical.��I�SLS1908�Electrical wiring used in the system shall comply with FAA-G-2100F,  section 3.1.2.1. ��I�SLS1910�All AC supply line circuits and parts shall comply with FAA-G-2100F, section 3.1.2.2 and its associated subsections. ��I�SLS1912�All system power sources shall comply with FAA-G-2100F,  section 3.1.2.4 and its associated subsections. ��I�SLS1914�Lightning protection, grounding, bonding, shielding, transient protection, and personnel protection shall comply with FAA-G-2100F, section 3.1.2.7, FAA-STD-019B and FAA-STD-20B. ��I�SLS1916�NIMS shall use primary power for equipment (except AT displays) that is facility input power of 120VAC with voltage and frequency ranges as specified in  FAA-G-2100F, section 3.2.1.3, Table IV. ��I�SLS2386�NIMS shall use primary power for AT displays that is facility input power of 208VAC with voltage and frequency ranges as specified in  FAA-G-2100F, section 3.2.1.3, Table IV. ��D�SLS1918�When operating in accordance with the requirements of this specification, NIMS shall have no degrading effect on operation of other systems in the facility.  ��I�SLS1920�All electrical equipment shall comply with  Federal Communications Commission 47CFR Part 15, Class A. ��I�SLS2551�NIMS shall be compatible with input electrical power fluctuations outside of the tolerance envelope in accordance with the requirements of FAA-G-2100F, section 3.2.1.5.��I�SLS2552�Electrical power factors shall be in accordance with FAA-G-2100F, section 3.1.2.4.2.

���SLS1921�3.12.7  Mechanical.���SLS1922�3.12.7.1  Connectors and Fasteners.��I�SLS2385�NIMS shall use external cable connections, excluding data entry sets and maintenance connections,  that are accessible from the rear panel from any workstation. ��I�SLS1924�NIMS shall provide supports to keep cables organized, relieve stress, and prevent sagging. ��I�SLS1926�All electrical connectors shall conform to ANSI/EIA standards. ��I�SLS1928�Fastener hardware shall conform to ANSI/EIA standards. 

���SLS1929�3.12.7.2  Enclosures.��I�SLS1931�NIMS equipment, except workstation related equipment, shall be mounted in enclosures which conform to ANSI/EIA 310-D.��I�SLS1935�Enclosures shall be designed for cable access either above floor at the top of the enclosure, or below floor, internal to the enclosure.��I�SLS1933�NIMS shall provide front and rear access for all enclosures. 

���SLS1936�3.12.7.3  Storage Space.��I�SLS1937�NIMS shall require no unique storage space. 

���SLS1938�3.12.7.4  Structural Integrity.��I�SLS1940�NIMS shall provide the structural strength and rigidity of the equipment that is independent of any strength and rigidity furnished by access doors. ��D�SLS1942�NIMS shall provide structural strength and rigidity of the equipment that normal handling in loading, shipping, unloading, and setting into position for installation, including normal operational and non-operational installation, will not result in any permanent set or deformation sufficient to impair the appearance or operation of the equipment nor to interfere with ease of maintenance, removal of units or components, ventilation, and operation of access doors.

���SLS1943�3.12.7.5  Weight.��I�SLS1945�The floor loading conditions for each completed enclosure, cabinet, rack, workstation, and any supporting maintenance devices shall not exceed 124 pounds per square foot. ��I�SLS1947�No removable component shall exceed the weight lifting requirements of FAA-G-2100F, section 3.3.7.3, for male and female handling, unless the system provides mechanical devices for all necessary handling.  

���SLS1950�3.13  Personnel-Related Requirements.���SLS1951�Computer-human interface requirements are covered in section 3.2.4.1, Computer-Human Interface (CHI) Requirements. There are no other personnel-related design requirements.

���SLS1952�3.14  Training.���SLS1953�The procurement of stand-alone training devices or simulators is not anticipated. Therefore, there are no design requirements for training except as specified in section 3.2.3.10, Training Operations. The preparation and presentation of training materials and training courses are covered by the requirements in the Statement of Work (SOW).

���SLS1954�3.15  Logistics-Related Requirements.���SLS1955�There are no logistics-related design requirements except as specified in section 3.2.3.7, Maintenance of NIMS Software and Hardware, section 3.11.3, Maintainability, and section 3.12, Design and Construction. Program requirements for logistics are covered in the Statement of Work (SOW).

���SLS1956�3.16  Installation and Transition.���SLS1957�3.16.1  NIMS Installations.��I�SLS1958�NIMS installations in FAA facilities shall comply with local building codes, to include seismic protection features.

���SLS1959�3.16.2  Service Interruption Limitation.  ��D�SLS1960�NIMS shall limit service interruptions to initial site hook-up of transition equipment cables to existing equipment where no dual/spare output and input connection is available.

���SLS1961�3.16.3  No NAS Service Interruption.  ��D�SLS1962�No NAS service interruption shall result from transition between NIMS equipment and current equipment. 

���SLS1963�3.16.4  Transient Equipment.  ���SLS1964�Any transient equipment required during installation and transition shall (7) meet the requirements specified in the following sections:��I�SLS1965�3.7, Safety.��I�SLS1966�3.9, System Environment.��I�SLS1967�3.12.3.10.2, Serviceability.��I�SLS1968�3.12.6, Electrical.��I�SLS1969�3.12.7.1, Connectors and Fasteners.��I�SLS1970�3.12.7.4, Structural Integrity.��I�SLS1971�3.12.7.5, Weight.

���

SLS1972�4  QUALITY ASSURANCE.��SLS1973�4.1  ISO Standards.  ��SLS1974�NIMS shall comply with Quality Assurance (QA) provisions as defined in Quality Management and Quality Assurance Standards: ISO 9001 and ISO 9000-3. 

��SLS1975�4.2  Completeness.  ��SLS1976�The quality assurance provisions shall ensure that engineering design and development are complete, that design risks are minimized, and that all delivered hardware, software, and documentation meet specified requirements.  

��SLS1977�4.3  Detection of Deficiencies.  ��SLS1978�The quality assurance provisions shall ensure that the methods of design, construction, inspection, and testing provide early detection of deficiencies and assure prompt, effective corrective action. ���



SLS1982�5  NOTES.��SLS1983�5.1  Acronyms and Abbreviations.��SLS1985�AF			Airway Facilities��SLS1987�ANSI			American National Standards Institute��SLS1990�ASN.1			Abstract Syntax Notation One��SLS1995�CAS			Commercially Available Software��SLS2001�CHI			Computer Human Interface��SLS2002�CIP  			Capital Improvement Project��SLS2630�CPMIS			Consolidated Personnel Management Information System��SLS2007�COTS			Commercial-Off-The-Shelf��SLS2008�CSCI			Computer Software Configuration Item��SLS2629�DAFIS			Departmental Accounting and Financial Information System��SLS2012�DBMS			Database Management System��SLS2013�DoD			Department of Defense��SLS2571�DOT			Department of Transportation��SLS2014�DR&A			Data Reduction And Analysis��SLS2592�e.g.			For Example��SLS2017�EIA			Electronic Industries Association��SLS2018�EIS			Executive Information System��SLS2591�ETF			Engineering Task Force��SLS2020�ETMS			Enhanced Traffic Management System��SLS2598�FSEP			Facility, Service, and Equipment Profile��SLS2593�FEMA			Federal Emergency Management Agency��SLS2028�FIPS			Federal Information Processing Standards��SLS2030�GFE			Government Furnished Equipment��SLS2594�GNMP			Government Network Management Profile��SLS2034�GPS			Global Positioning System��SLS2035�GUI			Graphical User Interface��SLS2714�HOL			Higher Order Language��SLS2868�HVAC			Heating, Ventilation, and Air Conditioning��SLS2039�HWCI			Hardware Configuration Item��SLS2040�Hz			Hertz��SLS2041�ICD			Interface Control Document��SLS2597�ID   			Identification��SLS2595�i.e.			That Is��SLS2042�IEEE			Institute of Electrical and Electronic Engineers��SLS3078�IFR			Instrument Flight Rules��SLS2596�IPSEC			Internet Protocol Security��SLS2050�IRD			Interface Requirements Document��SLS2051�ISO			International Standards Organization��SLS2053�ITU-T			International Telecommunications Union-Telecommunications Standardization 				Sector��SLS2054�kV			Kilovolts��SLS2055�LAN			Local Area Network��SLS2058�LIS			Logistics Information System��SLS2060�LRU			Lowest Replaceable Unit��SLS2063�MCC			Maintenance Control Center��SLS2065�MDT			Maintenance Data Terminal��SLS2599�MIL			Military��SLS2066�MMS			Maintenance Management System��SLS2067�MPS			Maintenance Processor Subsystem��SLS2068�msec			Milli-seconds��SLS2869�MTBCF		Mean Time Between Critical Failures��SLS2870�MTBF			Mean Time Between Failure��SLS2071�MTTR			Mean Time To Repair��SLS2601�NARACS		National Radio Communications System��SLS2073�NAS			National Airspace System��SLS2602�NASA			National Aeronautics and Space Administration��SLS2074�NDI			Non-Developmental Item��SLS2075�NFPA			National Fire Protection Association��SLS2076�NIMS			NAS Infrastructure Management System��SLS2077�NIST			National Institute of Standards and Technology��SLS2610�NPR 			NAS Problem Reporting ��SLS2078�NOAA			National Oceanic and Atmospheric Administration��SLS2079�NOCC			National Operations Control Center��SLS2609�O&M			Operations and Maintenance��SLS2081�OCC			Operations Control Center��SLS2084�ORD			Operational Requirements Document, or Operational 	Readiness Demonstration��SLS2086�OSI			Open Systems Interconnection��SLS2088�PC			Personal computer��SLS2604�PCT 			Personnel Certification and Training��SLS2603�PM  			Preventive Maintenance��SLS2631�PPMIS			Personal Property In-Use Management System��SLS2092�POSIT			Profiles for Open Systems Internet working Technologies��SLS2093�POSIX			Portable Operating System Interface ��SLS2094�PTR			Program Trouble Report��SLS2097�RAM			Random Access Memory��SLS2605�RFC 			Request for Comments��SLS2632�REGIS			Regional Information System��SLS2101�RMMS			Remote Maintenance Management system��SLS2103�RMS			Remote Monitoring Subsystem��SLS2606�RTP 			Resource Tracking Program��SLS2607�SAL			Simplified Automated Logging��SLS2108�SCP			Software Change Proposal��SLS2110�SLOC			Source Lines Of Code��SLS2111�SLS			System Level Specification��SLS2608�SOC 			Service Operations Center��SLS2117�STD			Standard��SLS2611�TEC			Test Equipment Calibration��SLS2122�TIMS			Telecommunications Information Management System��SLS2613�TM			Trade Mark��SLS2612�TMU			Traffic Management Unit��SLS2125�UL			Underwriters Laboratory��SLS2126�US			United States��SLS2127�UTC			Co-ordinated Universal Time��SLS3079�VFR			Visual Flight Rules��SLS2614�VPN 			Virtual Private Network��SLS2128�VRTM			Verification Requirements Traceability Matrix��SLS2129�WAN			Wide Area Network��SLS2130�WC			Work Center���

SLS2131�5.2  Definitions.

��SLS2132�Access Control.  The process of limiting access to resources and objects based on the identity of subjects and/or groups to which they belong. This is accomplished through the use of appropriate physical, procedural, and hardware/software controls.

��SLS2133�Access Control Rule.  Access control rules specify the criteria to be met in order to grant or deny users (initiators) access to subsystem resources (targets).

��SLS2134�Accountability.  The property that enables activities on a system to be traced to individuals with the time, method, and degree of access to a system, who may then be held responsible for their actions.

��SLS2135�Accounting Management.  Accounting management facilities allow a system manager to determine the usage of system resources and to allocate costs and charges on resource utilization. 

��SLS2136�Adaptation.  The process by which automation application software is made unique to provide the required service at a specific site. The system-wide adaptation parameters defined for a specific system design allow a single software build/baseline to service all sites.  The site-specific adaptation parameters defined for a specific system design allow a single system software build/baseline to be customized for operation at any individual site.  Adaptation is conducted to support system scalability and to define the specifics of the system hardware and software configuration, message validation and formulation, display organization and content, function parameters, and other location, destination, routing, and control parameters.

��SLS2137�Adaptation Type. Refers to whether an adaptation parameter is system-wide or site-specific.

��SLS2138�Administrative States.  SNMP/CMIP control attributes which indicate whether or not a NAS infrastructure resource is available or not available to provide its intended purpose. State Values include: ��SLS2140�Available.  The resource is administratively permitted to perform services for its users.  Within this category are:��SLS2142�i)   On-line.  The resource is being used for the providing of NAS services.��SLS2143�ii)  Power On.��SLS2139�Not Available.  The resource is administratively prohibited from performing services for its users.  Within this category are:��SLS2145�i)   Maintenance.  The resource is being readied for maintenance or is being actively tested or repaired.��SLS2146�ii)  Failed.  The resource has a detected hardware or software failure, has been transitioned off-line, and is awaiting maintenance.

iii) Power Off.

��SLS2148�Agent.  The agent refers to that subsystem function that performs remote monitoring and effects control for the purpose of system management.

��SLS2149�Air Route Traffic Control Center (ARTCC).  A facility established to provide air traffic control service to aircraft operating on an instrument flight rules (IFR) flight plan within controlled airspace and principally during the en route phase of the flight. When equipment capabilities and controller workload permit, certain advisory/assistance services may be provided to visual flight rules (VFR) aircraft.

��SLS2150�Air Traffic. ��SLS2151�Aircraft operating in the air or on an airport surface other than loading ramps and parking areas.��SLS2152�The FAA function and personnel who perform the function of directing the movement of aircraft in the air and on the ground.

��SLS2153�Air Traffic Control (ATC).  A service operated by appropriate authority to promote the safe, orderly, and expeditious flow of air traffic.

��SLS2154�Airport.  An area on land or water that is used or intended to be used for the landing and takeoff of aircraft and includes its buildings and facilities, if any.

��SLS2155�Airport Traffic Control Tower (ATCT).  The terminal facility from which final approach (radar or non-radar), landing and takeoff air traffic control services are provided under both IFR and VFR conditions. 

��SLS2156�Alarm.  ��SLS2157�A visual indication of an alarm condition which may be reinforced by an audio signal.��SLS2158�The situation when the value of a monitored parameter is outside the specified acceptable range.

��SLS2159�Alarms, Alerts, and Status Changes Display Time.  Is measured from the time the data is available at the OCC input buffer until it is displayed on the designated OCC display.

��SLS2160�Alert. ��SLS2161�A visual indication of an alert condition which may be reinforced by an audio signal.��SLS2162�An operational status/condition status condition of a NAS infrastructure resource in which the resource is still capable of performing all of the resource’s functions at the ideal level of performance, but some internal aspect of the resource has degraded or failed, and the functions of the resource may degrade or even fail unless management and/or maintenance action is undertaken. For example, a resource with one or more internal redundant components will transition from Normal to Alert when the last redundant component has failed, leaving only a single component operating.

��SLS2163�Alphanumeric.  A character consisting of both letters and numbers and often other symbols such as punctuation marks and mathematical symbols.

��SLS2164�Analysis.  This method of verification consists of comparing hardware or software design with known scientific and technical principles, procedures, and practices to estimate the capability of the proposed design to meet the mission and system requirements. When certain elements of design are comprised of previously qualified elements such as commercial off-the-shelf (COTS) equipment, then analysis of previous qualification testing in meeting specification requirements may be used to reduce the amount of qualification testing.

��SLS2165�And.  “And” is used in this specification as the logical “and.” For a requirement which refers to x “and” y, both x and y must be satisfied.

��SLS2166�Application Software.  Custom software developed in an HOL which operates in conjunction with commercially available software (CAS) and the system hardware to integrate and/or perform system functions as well as provide the user a consistent computer human interface across the full range of system functionality.  

��SLS2167�Architecture.  The organizational structure of system resources and the concept of interaction among them.

��SLS2168�Assurance.  A measure of confidence that the security features and architecture of an automated information system accurately mediate and enforce the security policy.

��SLS2169�Attribute.  Characteristics or parameters of managed resources.  In the context of monitoring, attribute refers to sensor or derived data which is directly obtained during data acquisition or determined by status determination processing.  In the context of control, attribute refers to effectors or actuators that are subject to adjustment via control commands.  

��SLS2170�Authenticate.  ��SLS2171�To verify the identity of a user, device, or other entity in a computer system, as a prerequisite to allowing access to resources in a system.��SLS2172�To verify the integrity of data that has been stored, transmitted, or otherwise exposed to possible unauthorized modification.

��SLS2173�Availability.  The degree, often expressed as probability, to which a system or component is operational, fully functional, and accessible when required for use.

��SLS3003�Availability Status (NAS-MD-790)  Identifies NAS resource equipment availability and the condition that caused the change to  the current status. Status attributes are:

On-line by automatically detected fault.

On-line by command.

On-line by site operator.

Off-line and unavailable.

Off-line available.

Hot Standby.

��SLS3080�Availability Status (SNMP/CMIP)  Monitored, read-only attributes, which indicate the availability of the resource providing service. The attributes include, but are not limited to:

Off-line.

On-line.

Power on.

Power off.

Maintenance.

Failed.

��SLS2174�Baseline.  The initial configuration of any item (including software, hardware, requirements, and documentation) which is formally designated and managed by a unique identifier and which is “frozen” at a specific time during the configuration item’s life cycle.  The baseline, plus any approved changes, constitutes the current configuration.

��SLS2175�Blink.  The cyclical modulation of the intensity or brightness of a displayed object between full and zero intensity.

��SLS2176�Blink Coding. Emphasis coding which causes specified data to blink in an on/off cycle at an adaptable rate.

��SLS2177�Build.  An operational version of the system software which satisfies a set of functional and performance requirements.

��SLS2183�Certification.  The technical confirmation that the service system is providing, and/or is capable of providing, the specified service to the user at any given time. The completion of certification requires a confirming action by an authorized AF specialist.

��SLS3100�Certification Tests.  Tests that are initiated and results analyzed ONLY by  FAA system specialists with certification authority and are comprised of verification tests and other high level tests and procedures that provide the certifying specialist with information that assures that the equipment is operating within pre-defined limits.

��SLS2184�Coldstart.  The transition of system resources from an off-line state to an on-line state.  A coldstart causes a reset of the hardware and a reload and restart of the operating system and the application software.

��SLS2185�Command.  Data input through file, pointers, menu selection, function keys, keystroke combination, or other entry mechanisms.

��SLS2186�Commercial Off-The-Shelf (COTS).  A hardware or firmware component which: ��SLS2187�Is, or has been, offered, sold, leased, or licensed to the general public in the course of normal business operations at prices based on established catalog or market prices, or  ��SLS2188�Has been fully developed and tested, is in production, and does not meet the criteria of a) above solely because it is not yet available in the commercial marketplace.

��SLS2189�Commercially-Available Software (CAS).  Software for sale to the general public in the course of normal business operations at prices based on established catalog or market prices, which operates on the system hardware to perform fundamental and standard computer and network system services such as resource monitoring, data transfer, manipulation, processing, management, input, and/or output. Examples include operating systems, databases, spreadsheets, editors, word processors, compilers, linkers, software build utilities, and network managers.

��SLS2190�Component.  A collection of hardware or software modules considered as a single object for the purposes of monitoring and control.

��SLS2191�Computer Hardware Resource Data Sampling Interval.  An interval of time during which computer hardware utilization measurements are computed.

��SLS2192�Computer Human Interface (CHI).  An aspect of a computer system, implemented in both hardware and software, which permits interaction between the user and the computer’s coded computational procedures. The visual displays, input devices, and dialogue, taken together as a whole. In conceptual terms, the set of features that support communication between the user and the computer.

��SLS2193�Condition.  An expression of parameter values and adaptable thresholds, valid over an interval of time.

��SLS2194�Configurable Item.  Any item whose attributes (configuration) can be tracked. 

��SLS2195�Configuration Management.  For NIMS, configuration management involves two types of activities: ��SLS3082�Physical Configuration Tracking. The maintenance of, or the access to, a database containing information describing the current version of NAS infrastructure subsystem hardware, software, and associated documentation.��SLS3081�Operational Configuration Monitoring. NIMS will monitor the current operational configuration of NAS infrastructure resources; that is, which resources are operational, which are “down” for various reasons, which are on-line supporting NAS services, which are in a redundant standby mode, etc.

��SLS3004�Context Sensitive Help.  Guidance or instructions relating to specific operations being performed.

��SLS2196�Control.  The ability to change the state of monitored system resources. 

��SLS2197�Criticality Level.  NAS criticality levels are defined as critical, essential, and routine.

��SLS2198�Critical Service.  Functions or services which, if lost, would prevent the NAS from exercising safe separation and control over aircraft. 

��SLS2759�Cryptographic Key.  A quantity used to encrypt or decrypt information.

��SLS2758�Cryptography.  Art or science concerning the principles, means, and methods for rendering plain information unintelligible and for restoring encrypted information to intelligible form.

��SLS2199�Cutover.  The process of transitioning the operational system to a new version of software and/or hardware.

��SLS2200�Data Entry Device.  See “Input Device.”

��SLS2201�Data Entry Set.  See “Input Device Set.”

��SLS2202�Data-Origin Authentication.  Data-origin authentication procedures ensure that the origin of transmitted data is as claimed.

��SLS2203�Decision Support System.  Any system that provides information that assists the decision-making process.

��SLS2204�Degraded.  An operational state of a NAS infrastructure resource in which the resource is capable of operating at an acceptable, but less than ideal, level of performance.

��SLS2205�Demonstration. Demonstration is a method of verification where qualitative determination of properties is made for configuration items, including software, and/or technical data and documentation. These items are observed, but not quantitatively measured, in a dynamic state.

��SLS2206�Depot.  ��SLS2207�An FAA supply facility that serves as the major logistic support facility for on-site and central maintenance activities. ��SLS2208�A central maintenance facility which performs repair, alignment, calibration, complete overhaul, and rebuilding of complex equipment. The maintenance depot may be a commercial manufacturer/supplier, a commercial repair facility not associated with manufacture of the repaired item, or a Government repair facility.

��SLS2209�Derived Data.  Derived data refers to monitored data that is determined from an interpretation of other sensor data (or recursively, other derived data) or that is provided by a computing device (for example, self-test results from diagnostic equipment). 

��SLS2692�Disconnected Mode.  The performance of authorized NIMS functions while operating in a stand alone state.  This refers to tasks being performed by a specialist on his maintenance data terminal (MDT) while at a remote site outside of any NIMS facility.

��SLS2210�Display.  ��SLS2211�The hardware component on which views of information are presented to the user.  Examples include a cathode ray tube (CRT) and a liquid crystal display (LCD).  ��SLS2212�The presentation of data and information to the system user.

��SLS2213�Display Co-ordinates.  A co-ordinate system based on the actual location of an item in relationship to the display surface.

��SLS2215�Enhanceability.  The capability to add, delete, and adapt hardware and software components to provide new and/or improved functionality, capacity, and/or performance without change to the architecture or design. NIMS will be enhanceable to accommodate future P3I enhancements.

��SLS3006�Equipment.  A complete operating assembly, either operating independently or within a system or subsystem.

��SLS3005�Error Count.  The number of times the transmission medium exceeds specified error rate tolerances.

��SLS2216�Essential Service.  Functions or services which, if lost, would reduce the capability of the NAS to exercise safe separation and control over aircraft.

��SLS2217�Event.  An occurrence at an instant in time which is significant to the operation of the NAS, to include:��SLS2218�Failure of any NAS infrastructure resource.��SLS2219�Change of operational configuration of any NAS infrastructure resource.��SLS2220�Any other state change.��SLS2221�Issuance of any command by NIMS to any NAS infrastructure resource.��SLS2222�Any action performed directly on a NAS infrastructure resource by an authorized NIMS user while outside of NIMS NOCC, OCC, SOC, and WC physical facilities.��SLS2223�Completion of any action by any NAS infrastructure resource.��SLS2224�Any other occurrence selected by an authorized user for national, regional, or local display and/or retention.

��SLS2225�Event Forwarding Discriminator.  Event forwarding discriminators are attributes which are used to determine which event reports are to be forwarded to particular destinations. The discriminators operate on potential event reports initiated during status determination and condition when an event report is to be generated. Simple discriminators may be used to merely enable or disable reporting of specific events. More sophisticated discriminators may be time-based and filter event reporting for specific time intervals.

��SLS2707�Event Notification.  The receipt by NIMS that a NAS event has occurred.

��SLS2708�Event Reporting.  The advising of NIMS users by NIMS of the occurrence of a NAS event.  The reporting may include color coding, blink coding, auditory coding, text messages, acknowledgement boxes, or partial or complete combinations of these reporting methods depending upon the classification and criticality of the event as determined by NIMS. 

��SLS2226�External (Sub)system Interface.  An identifiable component for which operating status/condition status must be determined. The operating status/condition status for an external subsystem interface indicates the ability to communicate with other subsystems.

��SLS2227�Facility.  The total electronic, environmental, electric power generation or distribution system, and the structures used to house, support, and/or protect contained systems and their users.  A facility may include a number of systems, subsystems, or equipment, e.g., a long-range radar facility, or it may in its entirety consist of only a single system, subsystem, or equipment such as an isolated RCL repeater facility.

��SLS2228�Failed.  The condition of failure; a NAS infrastructure resource operational status which is off-line and unavailable for operational use. Transition to this state may be automatic in which embedded status monitoring software detects a condition in which the resource is unable to perform one or more of its functions, or it may be remotely commanded in response to out-of-tolerance test results.

��SLS2229�Failure.  The cessation of the ability of a system or any of its components to perform a specified function or set of functions.

��SLS2230�Fault.  A condition of a configurable item which degrades or interrupts its ability to perform one or more of its designated functions.

��SLS2231�Fault Management.  A set of system functions which allows system managers to manage problems and includes mechanisms for the detection, isolation, and correction of abnormal system operation.

��SLS2232�Fault Notification Time.  The amount of delay between the time the system fault occurred and its presentation to a NIMS user.

��SLS2233�Fault Thresholds.  Fault thresholds are control attributes associated with the operating range of a resource. Fault thresholds are used to determine when there is a change in the operating status/condition status of a resource. A fault threshold may be an absolute count, a fixed or sliding window count interval, a value and duration, or an absolute value.

��SLS2691�File Update.  The process by which specialists at remote sites log onto NIMS and transfer updated NAS infrastructure data from their maintenance data terminals (MDTs) after having performed authorized NIMS activities while in a disconnected mode.  Intended to be a high speed data transfer either with or without compression.

��SLS2234�Firmware.  ��SLS2235�A combination of hardware and software.��SLS2236�A set of computer instructions fixed onto a memory chip. ��SLS2237�A set of machine instructions which control the sequences and operation of the controller portion of a processor and which reside on a read-only memory (ROM) chip.

��SLS2238�Flashing.  The cyclical modulation of the intensity or brightness of a displayed object between full and minimum (non-zero) intensity. At minimum intensity, objects are discernible by the unaided eye.

��SLS2239�Function.  Any system capability. 

��SLS2240�Hardware Component.  A tested collection of mechanical and electrical modules which perform simple or complex functions. 

��SLS3096�Heartbeat.��SLS3127�A periodic synchronization signal used by software or hardware, such as a bus clock or a periodic interrupt.��SLS3126�A signal emitted at regular intervals by software to demonstrate that it is still alive. Sometimes hardware is designed to reboot the machine if it stops hearing a heartbeat.

��SLS2241�Higher Order Language (HOL).  One of many syntactic structures of computer source code that expresses machine-level operations in terms more nearly natural to the computer programmer and more compactly than assembler code.

��SLS2242�Human Factors.  The discipline concerned with the design and evaluation of products and tools that match people’s needs and that supports effective, efficient, and safe human performance.

��SLS2243�Identification.  The process that enables recognition of a security entity by a system, generally by the use of unique machine-readable user names.

��SLS2694�Identify.  To recognize and record the origin, nature, and definitive characteristics of an occurrence or relationship.  Within the context of NAS monitoring, it means to recognize NAS-significant occurrences.  Within the context of display, it means to alert the user to unusual or otherwise tagged information. 

��SLS2244�Information Coding Techniques.  Any method used to draw the user’s attention to specific data. The techniques include brightness coding, blink or flash coding, shape coding, color coding, and size coding.

��SLS3083�Infrastructure Resources.  The software applications, networks, equipment, services, and installations needed for the functioning of the NAS.

��SLS2245�Initialization.  A Warmstart or Coldstart (see definition of Coldstart and Warmstart).

��SLS2246�Input Device Set.  A group of input devices from which all NIMS data and command entry may be accomplished. Examples include a keyboard/trackball combination and a keyboard/mouse/touch panel combination.

��SLS2247�Input Device.  Any hardware component used by a user to enter data and commands into NIMS. Common examples include keyboard, trackball, mouse, and touch panel.

��SLS2248�Inspection.  Inspection is a method of verification to determine compliance without the use of special test equipment, procedures, or services, and consist of a non-destructive static-state examination of the hardware, software, and/or the technical data and documentation.

��SLS2249�Integrity.  A security service which pertains to ensuring that data and data in transit continue to be a proper representation of information, and that information processing resources continue to perform correct processing operations. 

��SLS2250�Integrity Anomalies.  Irregularities in data or data in transit that prevent the system from performing correct processing operations. 

��SLS3056�Interface.  The functional or physical capability that provides communication among NAS resources.

��SLS2251�Inter-Facility.  Between adjacent facilities; for example, between ARTCC and ARTCC, between ARTCC and TRACON, etc. Contrasted with intra-facility.

��SLS2252�Interoperability.  The ability to exchange data with other NAS elements. 

��SLS2253�Intra-Facility.  Within a single facility; for example, between two positions within the same TRACON, etc. Contrasted with inter-facility.

��SLS2693�Legacy System.  Existing NAS infrastructure components of the Remote Maintenance Management System (RMMS), National Maintenance Control Center (NMCC), and Maintenance control Centers (MCCs).

��SLS2254�Lowest Replaceable Unit (LRU).  An essential support item which is removed and replaced at the field level to restore the end item to an operationally ready condition. The lowest level of hardware indenture authorized for field level removal and replacement. 

��SLS2255�Log-on/Log-off.  Input messages that are used by the security portion of the system to provide accountability for system message inputs.

��SLS2256�Maintainability.  A measure of the ease and speed with which a system or component can be repaired and returned to the on-line state following a failure.

��SLS2257�Maintenance.  ��SLS2258�The process of testing or restoring a NAS infrastructure resource to an operationally ready condition.��SLS2259�An operational status in which a NAS infrastructure resource is off-line and unavailable for operational use. This status is used while performing off-line tests not requiring end-to-end connectivity or to restore failed resources to an operationally ready condition.

��SLS2260�Maintenance Control Commands.  Maintenance control commands provide for manual control of a subsystem for management purposes. Generic maintenance control commands represent a minimal control capability for management operations.  

��SLS2397�Mandated Messages.  Standard required messages associated with user notification of NAS conditions, such as alarms and alerts.

��SLS2261�Maximum Time to Repair.  The maximum time required to localize a component failure, remove and replace the failed component, and perform tests to confirm operational readiness of the component.

��SLS3069�Mean Time Between Critical Failures (MTBCF).  The average time in hours between failures which impact on a facility’s ability to perform assigned functions.

��SLS2262�Mean Time Between Failure (MTBF).  The average time between hardware or software component failures.

��SLS2263�Mean Time To Repair.  The average time required to localize a component failure, remove and replace the failed component, and perform tests to confirm operational readiness of the component.

��SLS3084�Memory Tokens.  An item of hardware and/or firmware which possesses, but does not process, information and which is used to authenticate the identity of the user of the token. The most commonly used memory token is the automatic teller machine (ATM) card which, when used in conjunction with a personal identification number (PIN), provides a highly reliable means of identification authentication.

��SLS2264�Metroplex Control Facility (MCF).  Any consolidation of two or more TRACONs and their associated airspace.

��SLS2390�Mode.  Operational status of a NAS subsystem or resource, such as, maintenance mode, on-line mode, etc.

��SLS2265�Monitor.  The maintenance of a real-time status of resources of the NAS infrastructure relative to their operational capability, component health, physical configuration, and operational configuration.

��SLS2266�Monitor and Control Functions.  The set of capabilities required to manage and maintain the system including, but not limited to, system status monitoring, system performance monitoring, system resource control, system and service certification, component verification, hardware and software maintenance, and data reduction and analysis. 

��SLS2791�Monitored Resources.  All portions of the NAS which are monitored by NIMS, to include NAS infrastructure services, NAS infrastructure systems, NAS infrastructure subsystems and equipment, NIMS itself, external interfaces, and services from non-FAA providers.

��SLS2267�NAS.  National Airspace System; the collection of services that are provided to the flying public, airlines, and airports.

��SLS2268�NAS Infrastructure.  The physical components of the NAS, excluding people. This includes systems, leased services, support services, inventory, vehicles, and real estate. The infrastructure supports services such as surveillance, display, communications, navigation, etc.

��SLS2269�NAS Infrastructure Management (NIM).  The Airway Facilities’ concept for managing the NAS infrastructure.

��SLS2270�NAS Service.  A core function performed by the NAS in the execution of its mission to provide safe separation and control over aircraft, e.g., aircraft separation, navigation, aviation information.

��SLS2271�NIMS.  NAS Infrastructure Management System. In the broadest sense, NIMS is the complete system used to monitor, manage and control all of the NAS infrastructure resources. As such, it includes proxy agents physically attached to NAS resources, MPS computers, specialist MDTs, telecommunications and data link networks and circuits, and all of the people and other resources used in the day-to-day management of the NAS. However, for purposes of this specification, a much narrower definition is used. For this specification, ‘“NIMS’“ shall be confined to the hardware and software located within the physical confines of the NOCC, the OCCs, the SOCs, and the WCs which were designed, integrated, procured, and installed as part the NIMS integration contract plus other items of hardware and software specifically designated by the FAA.

��SLS2871�NIMS Component.  Major system building block, such as servers, LANs, MDTs, and workstations.

��SLS2872�NIMS Demarcation.  The junction between the NIMS system and the facility in which it is installed, providing electrical power, HVAC, and telecommunications services to NIMS.

��SLS3085�NIMS Facilities.  The NOCC, OCCs, SOCs, and WCs.

��SLS2272�Non-FAA Providers.  Any outside organizational entity that contributes data, products, or services in support of the providing of NAS services. This most often refers to the providers of leased services such as telecommunications networks or weather products.

��SLS2273�Normal.  The operational status of a NAS infrastructure resource in which it is fully capable of performing all of the resource’s functions at the ideal level of performance. Furthermore, all component features of the resource are operating normally, with no corrective maintenance actions required.

��SLS2274�Notification.  Information provided to the user indicating the occurrence of an event.

��SLS2275�Not installed.  A NAS resource which is not present or is incomplete. 

��SLS2276�Nuisance Alert.  An unwarranted alert message to a specialist, warning of a present or predicted unsafe situation.

��SLS2792�Off-Line.  In relation to data storage, ‘“off-line’“ refers to being removed from the operational data files of NIMS facilities. How this is performed will vary depending upon the intended use of the off-line data. For example, data backed up by an OCC to off-line media as a means of providing for recovery in the event of on-line data corruption may be stored on tape. Such off-line data storage would likely require a manual loading of the selected tape as a requisite step to data restoral. On the other hand, data being archived automatically by NIMS would need to be accessed automatically in response to requests for reports dealing with historical data. In this case, “off-line” data archives would be stored (perhaps in a central location) on media which could be retrieved directly by NIMS without the need for a human to load a tape.

��SLS2278�Off-Line Ready.  The operational status in which a NAS infrastructure resource is ready to support service - it only needs to be loaded with any required operational software or data, have required synchronization performed, and brought on-line to do so.

��SLS2279�Off-Line State.  The condition wherein a system resource is not configured for, and is not available for, operational use.

��SLS2793�On-Line.  In relation to data storage, “on-line” refers to the presence of the data in operational data files of the NIMS facility dealing with the data. This is data being actively used in conjunction with the performance of the primary functions of NIMS and is therefore required to be most readily available. For example, all data dealing with a specific event would be stored in data files at the OCC responsible for the resolution of that event.

��SLS2678�On-Line Primary.  The operational state in which a NAS infrastructure resource is on-line and being used to provide service to the NAS.

��SLS2679�On-Line Standby.  The operational state in which a NAS infrastructure resource is on-line but is backup to a primary resource.  A standby resource is fully capable of supporting the providing of NAS service; all necessary operational software and data have been loaded, and all necessary synchronization has been performed.

��SLS2280�On-Line State.  The condition wherein a system resource is configured for operational use.

��SLS2281�Operating Mode.  See “Administrative State.”

��SLS2282�Operating/Condition Status - ��SLS3087�SNMP/CMIP status attributes:

Normal - Operating within its ideal operating range and no management action is required.

Warning - Operating within its ideal operating range but there is an aspect of the resource which requires management action.

Degraded - Operating outside of its ideal operating range but within its acceptable operating range and requires management action. 

Failed - Operating outside its acceptable operating range and requires maintenance action.��SLS3086�NAS-MD-790 status attributes:

Normal - Data point condition is normal (normal could be on or off).

Not Monitored - Data point is not applicable or available.

Hard Alarm High - Data point is in the hard alarm state and the data point is above the high hard alarm threshold value (also used to indicate a binary condition, e.g., on-off condition status).

Hard Alarm Low - Data point is in the hard alarm state and the data point is below the low hard alarm threshold value.  

Soft Alarm (Alert) High - Data point is in the soft alarm (alert) state and is above the high soft alarm threshold value.

Soft Alarm (Alert) Low - Data point is in the soft alarm (alert) state and is below the low soft alarm threshold value.

��SLS2283�Operational Data.  Information relating to the providing of NAS services or the operation and management of the NAS infrastructure.

��SLS3007�Operational Functions.  NIMS operational functions are those contained in section 3.2.2, NAS Infrastructure Management Requirements.

��SLS2284�Operational Readiness Demonstration.  The completion of those tasks and tests necessary for the local FAA facility managers to accept a new system as ready for FAA operational use. 

��SLS2287�Or.  “Or” is used in this specification as the logical inclusive “or.” For a requirement which refers to x “or” y, x or y or both may be satisfied.

��SLS2288�Page Printing Device.  A hardware component capable of single pixel addressing and therefore capable of outputting more than standard ASCII text. This allows for multiple fonts and graphics generation.  

��SLS2289�Parameter.  A measurable attribute of a resource.

��SLS2290�Partition.  A subset of system resources configured to provide a desired set of functionality while operating concurrently with, and without disruption to, the operation of other system resources.

��SLS2291�Password.  A character string that may be used to authenticate an identity.

��SLS3128�Peer Data System.  A system that exchanges data with NIMS and is not under NIMS management purview. A peer data system may belong to or be operated by another FAA organization or a customer of NIMS services. Peer data systems include provisioning systems, asset management systems, personnel management systems, and engineering support systems.

��SLS2292�Performance Management.  Performance management facilities provide the system manager with the ability to monitor and evaluate the performance of all or a portion of the NAS or of NIMS. 

��SLS2293�Performance Thresholds.  Resource attributes which control events associated with resource workload monitoring, function throughput, and response times.

��SLS2294�Position.  A logical entity consisting of the collection of data and information required to perform a set of required functions. A position may be hosted on any capable workstation. Any active position may be associated with one or more input device sets. 

��SLS2295�Power Off.  Electrical power has been removed.

��SLS2296�Pre-Planned Product Improvement (P3I).  A planned, iterative development process for system hardware and/or software which provides additional or enhanced functionality and/or performance after initial system deployment.

��SLS2297�Preference Set.  A profile of desired display attributes consisting of display adjustments and view customizations which are stored and recalled at will by a user. Preference sets permit the user to set attributes in advance, to save attributes, to change attributes, and to invoke them as a set. Multiple preference sets can be specified and saved by each user.

��SLS2298�Preventive Maintenance.  Routine, scheduled cleaning, adjustment, lubrication, part replacement, etc. required to preserve the equipment and reduce the chance of failure. Maintenance performed in accordance with a schedule and not in response to detected failure conditions.

��SLS2299�Preview Area.  A view, or portion of a view, which displays command input during composition and prior to entry by the user.

��SLS2300�Primary.  The operational state in which a NAS infrastructure resource is on-line and being used to provide service to the NAS.

��SLS2794�Primary OCC.  Each event has an assigned primary OCC, meaning the OCC responsible for the resolution of that event.

��SLS2301�Process Parameters.  Values associated with the specific milestones or data points of an event ticket; for example, event ticket number, event ticket time, failed resource, other impacted resources, impacted service, specialist to whom the event ticket is assigned, man-hours consumed in correcting the condition, materials and parts used, etc.

��SLS2393�Provide the Tools.  Indicative of required man-machine interaction. Includes hardware, software, and connectivity to appropriate data to perform the specific action(s).

��SLS2302�Reconfiguration.  Changing the state or interconnection of resources.

��SLS2303�Redundant Coding.  The use of more than one coding technique to encode data.  For example, the presentation of information in a view using both color coding and flashing.

��SLS2304�Reliability.  The degree, often expressed as failures per unit of time or time between failures, that a system or component will perform a required function under specific conditions for a specified period of time.

��SLS2305�Remote.  Outside of the immediate physical proximity. In the context of NIMS, “remote” refers to anything outside of the facility boundaries of the NOCC, OCCs, SOCs, and WCs.

��SLS2306�Remote Maintenance Facilities.  Facilities used to perform maintenance or command maintenance-related actions which are physically remote from the resources requiring maintenance. NIMS facilities (NOCC, OCCs, SOCs, and WCs) will be the remote maintenance facilities for the NAS infrastructure.

��SLS2307�Reports.  The analysis and presentation of NIMS data to NIMS users or NAS managers. This covers a very wide gamut of presentations that include:��SLS2308�The presentation of faults by the lighting of fault indicators.��SLS2309�The presentation of NAS service and infrastructure configuration and/or status.��SLS2310�Predefined format reports on any aspect of the NAS operation.��SLS2311�Reports whose format is controlled partially or completely by user input.��SLS2312�Reports which are either completely textual or partially textual and partially graphical, as determined by user input.

��SLS2313�Requirements Validation/Verification.  The process of confirming that NIMS design is compliant with system specification requirements.

��SLS2314�Resource.  Any NAS infrastructure hardware component, software component, or external interface. Used in the context of resource management, it may also include workforce.

��SLS2315�Resource Status.  The information about the location and state of a resource at a particular time.

��SLS2316�Resource Utilization.  Information relative the operation and support of the NAS infrastructure. This is often related to computer capacity used, but it also includes data relative to use of the workforce, use of telecommunications services, and use of spare parts. 

��SLS2317�Response Time.  Measured from the time the data is available to NIMS until it is displayed on the designated NOCC/OCC/SOC/WC display. There are three measures for response time which are defined as follows:��SLS2318�“Mean” is the arithmetic average of the response time of all messages contained in the sample.��SLS2319�“95th percentile” is the time below which 95 percent of the response times fall.��SLS2320�“Maximum” is the upper limit of response time. Failure to perform within this limit constitutes a system state failure.

��SLS2321�Restoration of NAS Services.  Placing the service back into an operational state or otherwise configuring the NAS infrastructure to provide full NAS service following service interruption or degradation. 

��SLS2322�Return-To-Normal Condition.  The situation in which a previously reported alarm or alert condition returns to the Normal condition.

��SLS3072�Roll Up/Roll Down Accounting.  The process by which costs associated with managing and maintaining the NAS infrastructure incurred by all levels of the NIM organization are allocated to the appropriate cost account.

��SLS3071�Round Robin Processing.  The automated computer operations necessary to accept, log, process, display, and respond as necessary for each instance of an external data exchange. This can include instances of receipt of data, transmittal of commands, transmittal of informational data, and two-way receipt and acknowledgement exchanges.

��SLS2323�Routine Service.  Functions or services which, if lost, would not significantly degrade the capability of the NAS to exercise safe separation and control over aircraft.

��SLS2324�Scalability.  A characteristic of design which allows the adding, deleting, and/or adapting hardware and software components to meet the needs of a specific site without change to the system architecture or design. The capability to scale the system configuration will provide a tailored NIMS facility with the capacity, functionality, and performance required to provide adequate NAS infrastructure monitoring and control.

��SLS2325�Script.  A series of test commands associated with one or more tests. The script may be either automated as run by NIMS or manual as initiated by a user.

��SLS2326�Security Audit Trail.  A set of records that collectively provide documented evidence of processing used to aid in tracing from original transactions forward to related records and files, and/or backwards from records to their component source transactions.

��SLS2327�Security Functional Testing.  The portion of security testing in which the advertised features of a system are tested for correct operation.

��SLS2328�Security Management.  Security management facilities allow a system manager to manage those services that provide access protection of system resources.

��SLS2329�Security Object.  A passive entity that contains or receives information. Access to an object potentially implies access to the information it contains. Examples of objects are: password files, security audit logs, access control lists, user permissions, records, segments, files, directories, and programs, processors, video displays, keyboards, printers, network nodes, etc. and Personal Sensitive Data (data falling within the Privacy Act).

��SLS2330�Security Policy.  The set of laws, rules, and practices that regulate how an organization manages, protects, and distributes sensitive information.

��SLS2331�Security-Relevant Event.  Any event that attempts to change the security state of the system (e.g., change discretionary access controls, change user password, etc.). Also, any event that attempts to violate the security policy of the system, (e.g., too many attempts to log in).

��SLS2332�Security Subject.  An active entity, generally in the form of a person, process, or device that initiates information flow among objects or changes the system state.

��SLS2333�Selected Data.  Any one of various types of data that are available within the system, e.g., resource status data, performance data, system analysis data, or problem determination data.

��SLS2334�Self-Contained Unit.  A unit having within itself everything that is necessary to perform defined functions.

��SLS2335�Service.  See “NAS Service.”

��SLS2336�Service Certification.  The process through which the end-to-end thread that provides a NAS service is confirmed to be operating properly. The process of confirming that, under specified conditions, the system as a whole operates in conjunction with its external interfaces to provide the required service functionality and performance.

��SLS2337�Service Interruption.  Loss of a NAS service.

��SLS2659�Service Operations Center (SOC).  Located at high-impact NAS facilities (ARTCCs, large TRACONs, and designated Air Traffic Control Towers. SOC specialists have the primary role of providing an AF point of contact to promote the efficient and effective delivery of service. 

��SLS2338�Seven Year Sizing.  The size of NIMS software, including CAS, after having been deployed for seven years. This is the total size to include the baseline deployed software version plus patches, problem corrections, and baseline upgrades over the seven year period.

��SLS2339�Shall.  The word “shall” is used whenever this specification expresses a provision that is binding or identifies a characteristic that NIMS must possess in order to be acceptable to the Government.

��SLS2340�Simulation.  The process of generating operational data for the purpose of system testing and user training.

��SLS2341�Single Point of Failure.  A non-redundant hardware or software component, the failure of which would result in loss of function.

��SLS2342�Site-Adapted Software.  A complete, executable software image which has been customized to operate at a specific operational site. Each executable image is built from automation application software, commercially available software (CAS), system-wide adaptation data, and site-specific adaptation data.

��SLS2343�Standby.  The operational state in which a NAS infrastructure resource is on-line but is backup to a primary resource. A standby resource is fully capable of supporting the providing of NAS service; all necessary operational software and data have been loaded, and all necessary synchronization has been performed.

��SLS2710�State Change Condition.  The situation used to convey a change in NAS operating status/condition status obtained from a NAS infrastructure resource.

��SLS2344�Status.  See “Resource Status.”

��SLS3009�Strong Authentication.  Authentication that prevents an eavesdropper from obtaining sufficient information to impersonate the authenticating party in a subsequent exchange. 

��SLS3008�Structured Guidance.  Automatic prompts or alerts to users when data is entered into a field which violates rules for data in that field.

��SLS2345�Subsystem.  Two or more configurations integrated according to an engineering design in which the independent functionalities and performance of each configuration combine to provide a specified set of functions or a required service.

��SLS2346�Subsystem Monitoring.  Subsystem monitoring is the acquisition of managed resource attributes, examination of these attributes to determine status, and the automatic and solicited reporting of acquired data and status information.  

��SLS2347�Subsystem Status.  Subsystem status is an attribute that indicates the extent to which a monitored subsystem can perform all of its intended subsystem functions, and as such, is derived directly from the status of each of the subsystem functions.

��SLS2348�Switching Adaptation Data.  Changing adaptation data and beginning execution with new parameter values.

��SLS2349�Switching Automation Application Software.  Changing from one version of application software to another and beginning execution.

��SLS2350�System.  A collection of subsystems integrated according to an engineering design in which the independent functionalities and performance of each subsystem combine to provide a specified set of functions or a required service.

��SLS2351�System Certification.  The process of confirming that the hardware and software components of a system are operating correctly.

��SLS2352�Tailor.  To configure CAS for operational use.

��SLS2353�Technology Insertion.  The upgrading of NIMS to cover the following situations:��SLS2354�The installation of hardware or software to perform existing functions faster, more efficiently, or in a less costly manner.��SLS2355�The installation of hardware or software to perform additional desired functions.��SLS2356�The installation of hardware or software to replace obsolete or logistically unsupportable system components.

��SLS2873�Telecommunications.  The FAA supplied network infrastructure which provides voice, data, and graphics connectivity between NIMS systems and NAS infrastructure resources, RMMS processors, other NIMS facilities, external information systems, NIMS service providers, and NIMS users.

��SLS2357�Test.  Test is a method of verification wherein performance is measured during or after the controlled application of functional and/or environmental stimuli. Quantitative measurements are analyzed to determine the degree of compliance to the success criteria stipulated in the ICD or project specification. The process uses standardized laboratory equipment, procedures, hardware, and/or services.

��SLS2358�Touch Screen.  A data input device consisting of a transparent panel mounted across the face of a display that is divided into sections which are sensitive to the application of pressure or heat and provide the programmed or intended electrical response.

��SLS2359�Trackball.  A data input device consisting of a ball that rotates freely within its mount and several buttons. Rotation of the ball using the palm of the hand moves a position identifier (cursor) on a display. Activation of the trackball buttons initiates a command input action.

��SLS2285�User.  Any person who interacts directly with NIMS.

��SLS2286�User Class.  A user role that contains a grouping of user functions.

��SLS2360�UTC (Co-ordinated Universal Time).  UTC is the time provided in world-wide time signal broadcasts used in aviation.

��SLS2361�Verification.  The process of confirming that a system resource is operating correctly.

��SLS2780�Verification Methods.  There are four verification methods that can be used at any of the three verification levels. Verification methods are:��SLS3091�Analysis.   This method of verification consists of comparing hardware or software design with known scientific and technical principles, procedures, and practices to estimate the capability of the proposed design to meet the mission and system requirements. When certain elements of design are comprised of previously qualified elements such as commercial off-the-shelf (COTS) equipment, then analysis of previous qualification testing in meeting specification requirements may be used to reduce the amount of qualification testing.��SLS3090�Demonstration.   Demonstration is a method of verification where qualitative determination of properties is made for configuration items, including software, and/or technical data and documentation. These items are observed, but not quantitatively measured, in a dynamic state.��SLS3089�Inspection.   Inspection is a method of verification to determine compliance without the use of special test equipment, procedures, or services, and consist of a non-destructive static-state examination of the hardware, software, and/or the technical data and documentation.��SLS3088�Test.   Test is a method of verification wherein performance is measured during or after the controlled application of functional and/or environmental stimuli. Quantitative measurements are analyzed to determine the degree of compliance to the success criteria stipulated in the ICD or project specification. The process uses standardized laboratory equipment, procedures, hardware, and/or services.

��SLS2779�Verification Levels.  There are three basic levels of verification as follows:��SLS3094�Subsystem Level.   This level of verification is usually accomplished by the subsystem’s contractor testing with the FAA test support operating the interfacing subsystem during testing. The contractor will determine in the test planning documentation the allocation (factory, site) of the test requirements identified in the VRTM. The contractor’s completion of validating all elements of VRTM culminates in the formal qualification of the interface end-item.��SLS3093�Integration Level.   This level of verification is conducted by the FAA after interface qualification and acceptance testing by the contractor and during OT&E/Integration testing. This testing is also identified as FAA end-to-end testing. The Operational Testing and Engineering (OT&E)/Integration test plan will determine the location for testing, e.g., FAA Technical Center, test site.��SLS3092�Site Level.   This level of verification is usually performed at the designated site. The verification portion of the subsystem installation and checkout will emphasize the demonstration of the overall system, the final acceptance demonstrations, and commissioning activities. All verification levels for subsystem to facilities interface would normally occur at the installation site.

��SLS3101�Verification Tests.  Embedded or scripted tests that are initiated by FAA system specialists or contractors to ensure that equipment is operating within acceptable limits.

��SLS2362�View.  A logical collection of data arranged according to computer-human interface formatting guidelines which is presented to a user via the workstation display. Views present information to the user in text and/or graphic format. The most common example is a window.

��SLS3010�Virtual Private Network (VPN).  The simulation within a public switched network of a private point-to-point line or network. 

��SLS2695�Virtual Workcenter.  A workcenter not contained in a NIMS facility. Created when an authorized user logs onto NIMS from a remote location. 

��SLS2363�Warmstart.  The transition of system computing resources from an off-line state to an on-line state. Warmstart does not reset the hardware, and it does not reload the operating system software; it reloads and restarts application software.

��SLS2364�Workforce.  All FAA employees and contract personnel who provide a service in the operation, management, or support of the NAS.

��SLS2365�Workstation.  An integrated set of hardware and software components, including one or more data entry devices, processors, displays, power sources, and equipment cabinets which is used by a user to perform NIMS functions.���
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