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  1. BACKGROUND

This Requirements Document (RD) supplements the Operational Requirements Document (ORD) for the National Airspace Systems (NAS) Infrastructure Management System (NIMS) that was published in March 7, 1997.  The content of this RD is based on the ORD and the NIMS System Level Specification (SLS) dated March 31, 1998.  It has been developed to establish the requirements for Phase 2 of the NIMS program.  Phase 2 will build on the products and capabilities that were developed during Phase 1 and will continue to address the needs contained in NIMS Mission Needs Statement (MNS)-145.  As stated in MNS-145, the FAA requires an infrastructure management capability that will:

· Increase the effectiveness of the operation, management, and control of NAS services and facilities;

· Maintain NAS throughput by ensuring the appropriate equipment assets will be available to provide the capacity needed to handle projected air traffic levels;

· Analyze information to establish trends, design predictive adaptive maintenance actions, and reduce critical equipment outage situations and aircraft delays;

· Create a common data repository with accessibility across the user community;

· Ensure that the required services are delivered in an era of declining monetary and personnel resources; and

· Reduce the future costs of doing business through workload reductions while continuously maintaining reliable, effective, and efficient service.

NIMS Phase 2 will provide greater resource and enterprise management, develop NAS customer and user interaction tools, and provide additional performance and cost trend analysis.  Phase 2 will build upon and enhance Phase 1 initial functionalities. 

NIMS Phase 2 will provide the tools to achieve the concept of NAS Infrastructure Management (NIM).  This is a new approach to the operation and maintenance of the NAS infrastructure.  It incorporates a performance-based, service management approach focused on achieving user and customer satisfaction and on managing NAS infrastructure services.  The key characteristics of the NIM concept are:

Consolidated Expertise.  Consolidated in-depth NAS infrastructure expertise in control centers to provide rapid, effective response to customer needs, support centralized operational control, and gain efficiencies.

Centralized Operational Monitor and Control.  Provide remote monitoring and control of NAS infrastructure services and systems for efficient service delivery and systems management.

Nationwide Operations Planning.  Coordinate operations from a national perspective and bring standardized field operations across the NAS to facilitate consistent interaction with customers.

Information Infrastructure.  Provide real-time information collection and distribution to maintain situational awareness, performance metrics, and cost accounting.

Performance Based Management.  Use of performance metrics to provide data for the prioritization of maintenance activities and investment decisions.

The approach to NAS infrastructure operations in the NIM environment will be a three-tiered hierarchy, consisting of a National Operations Control Center (NOCC), Operations Control Centers (OCC),  Service Operations Centers (SOC), and System Support Centers (SSC)/Work Centers (WC).  The NOCC receives overall direction from FAA Headquarters.

1.1 Approach to Investment Analysis and Future NIMS Requirements Documents

This RD establishes NIMS Phase 2 requirements that are based on the program knowledge that has been gained from previous NIMS experience and documentation.  Commercial products that may satisfy NIMS Phase 2 requirements are currently being evaluated and a formal Investment Analysis (IA) will be completed and documented.  After the IA is completed, this RD will be revised so that it reflects the findings and conclusions of the IA.  One aspect of IA that will receive special emphasis is the asset recording, tracking and management dependencies between NIMS and the Asset Supply Management Chain (ASCM) program.  The development of an Interface Requirements Document, associated interface control documents with close coordination between the NIMS and ASCM program offices will take place in order to prevent duplication in the technical solutions that are selected.

2. OPERATIONAL CONCEPT

2.1 NIMS Operations 


NIMS will have three core operational functions for NAS infrastructure operations.  These functions are based on the major impact of each on NAS infrastructure operations users and customers and the absolute requirement for these functions to be done effectively and efficiently for Airway Facilities (AF) to be successful. The following are the NIMS core operational functions:

Support and Coordinate Maintenance Activities.  Includes the functional processes related to conducting Operations and Maintenance (O&M) activities on the NAS infrastructure such as coordinating scheduled maintenance activities.

Perform Remote Maintenance Monitoring (RMM).  RMM includes the policies and processes for conducting RMM in the NIM environment.  Initially, these processes will address capabilities that are available through the existing Remote Maintenance and Monitoring System (RMMS). The following are the high-level RMM functional sub-processes:

· Remote maintenance including remote periodic maintenance and remote certification of equipment and services.

· Remote monitoring of the status of an equipment or service including remote monitoring of parameter values and alarms.

· Remote control including remote restoration, remote changes in parameter values, and remote changes of configuration.
Provide NAS Service and Status Information.  Includes the functional processes related to sharing NAS infrastructure information to support infrastructure services management.  This includes systems performance and engineering analysis and assistance to Airways Transportation Systems Specialists (ATSSs) carrying-out maintenance activities.  
2.2 NIMS Phase 1

Phase 1 of NIMS provides initial capabilities for event tracking, remote monitoring and control, and work force management capabilities.  The following are Phase 1 achievements:

· The NIMS Premier Facility (NPF) was established at the Air Traffic Control System Command Center (ATCSCC) facility in Herndon, Virginia.  This facility is used for system and procedure development, test and evaluation, and training.

· The NOCC assumed the functions of the National Maintenance Control Center (NMCC) to concentrate technical and analytical expertise.  The NOCC is located at the ATCSSC facility.

· A resource management capability was developed, tested, and installed at the NPF using PSDI’s Maximo software product.  An agency-wide license was acquired, enabling the FAA to employ Maximo anywhere in the NAS.

· 3,700 additional facilities were connected to the Maintenance Processor System (MPS) significantly expanding the current RMMS.
· 5,800 portable computers, Maintenance Data Terminals (MDTs), were deployed.  The MDTs enable ATSSs to use current software applications in the performance of operations and maintenance activities. 

· An assessment of the vulnerability of the information security of NIMS was completed.  An information security capability was developed and an agency-wide license for the software product was procured.

2.3 NIMS Phase 2

The NIMS Phase 2 will provide enhanced automated tools, internal and external interconnectivity, and remote management capabilities that will enable AF infrastructure operations to ensure cost effective NAS service delivery.  NIMS will enhance day-to-day operations and maintenance, as well as long-term engineering and transition planning.  

In order to ensure that the day-to-day operating needs of AF are met, all AF headquarters, regional and field organizations will have access to NIMS.  In addition to the tactical management of the NAS, NIMS will also facilitate determining the relationships among cost, quality, quantity, and value of service.  Examples of activities that will be performed are: trend analysis; modeling and simulation; cost and performance monitoring; budget projections; staffing, training, and spare parts analysis; and monitoring or investigating specific NAS equipment related events.  NIMS will exchange asset information with Asset Supply Chain Management (ASCM).  ASCM will provide a fully integrated set of asset management tools.  ASCM is currently under development, and anticipated to be deployed in the FY  ‘01-02 timeframe. 
The NIMS Phase 2 operational concept includes the following:

Monitoring and Control of the changes in status of the infrastructure services, systems, subsystems, and equipment.

Event Management for identifying, prioritizing, statusing, and the tracking of scheduled and unscheduled events or other activities that affect the NAS infrastructure.

Fault Management for the detecting, isolating, and correcting of faults within the NAS infrastructure.

Performance Management for detecting, predicting, quantifying, analyzing, and reporting availability, and utilization of the NAS.

Workforce Management for the scheduling, assigning, and tracking of tasks for NAS infrastructure maintenance activities.

Asset Tracking and Assignment for data accessing, identifying, and assigning assets to a maintenance task. 

Resource Management for the recording and associating resource usage for determining the costs to operate and maintain the NAS infrastructure. 

NAS Modeling and Simulation for identifying the relationships between resources and the relationships between assets for tactical and strategic decision making. 

Operational Configuration Management for transferring of operational functions, workload, and span of control among NIMS facilities to accommodate variations in staffing, NAS activity, NIMS failures, and other variables in accordance with user requests.

Data Logging and Archiving for storing, backing-up and restoring, and archiving of NAS data activities.

Report Generation for producing user-selected standard and ad hoc reports related to current, historical, and trending of recorded data, external information systems, cost, and performance associated with the NAS.

Interfaces for exchanging operational information with remote locations and peer systems.
2.3.1 Maintenance

The maintenance concept for NIMS will be in accordance with FAA Order 6000.30B, Policy for Maintenance of the NAS through the Year 2000, as amended.  It is anticipated that FAA Order 6000.30C, National Airspace System Maintenance Policy, which is in draft, will be signed in April 2000.  Both orders require field, second level engineering, and depot level maintenance.  They also include the removal and replacement of defective Lowest Replaceable Units (LRUs) at the site level and repair of defective LRUs by government or contractor depot level maintenance.  

2.3.2 Hardware Maintenance

Hardware maintenance will be based on the use of modular equipment that enables field level personnel to correct equipment failures on-site by replacing failed LRUs.  Depot level maintenance consists of the repair of failed LRUs shipped from the site to the government or contractor depot repair facility.  The decision to elect organic repair, contractor repair or discard will be determined by the FAA.

2.3.3 Software Maintenance

Software maintenance modifications and upgrades proposed by the contractor, beyond those approved by the FAA at software product baseline, will be approved and tested by the designated FAA operational support organization during the life cycle of the system.

2.3.4 Integrated Logistics Support

NIMS will provide an integrated logistics support infrastructure that meets the NAS Integrated Logistics Support (NAILS) requirements as defined in FAA Order 1800.58A, National Airspace Integrated Logistics Support Policy. 
2.4 Quantities

NIMS Phase 2 will be implemented at an NOCC, 3 OCCs, 30 SOCs and approximately 300 SSCs/WCs. 

2.5 Schedule Constraints

None known.

3. TECHNICAL PERFORMANCE

Note: Refer to Appendix III for definitions of terms.  “Provide the tools”  is used extensively throughout this document for explanation see definition.

3.1 Operational and Functional Requirements

3.1.1 NAS Monitoring 

3.1.1.1 NIMS shall monitor the status and parameters of NAS infrastructure services.
3.1.1.2 NIMS shall monitor the status and parameters of NAS infrastructure subsystems.

3.1.1.3 NIMS shall monitor the status and parameters of NAS infrastructure equipment.

Note: Infrastructure services, subsystems, and equipment correlates to element and sub element of the NAS SSS-1000, e.g., Terminal Automation Radar Service (TARS) is reported by National Airspace Performance Reporting System (NAPRS).

3.1.1.4 NIMS shall provide the operational status of non-FAA assets that are used as a part of NAS operations.

Note: Non-FAA assets include, DoD facilities, weather services/facilities, non-Federal facilities, telecommunications services, etc.

3.1.1.5 NIMS shall process and display the attributes of NAS infrastructure services, subsystems, and equipment.

3.1.1.6 NIMS shall permit a minimum of 32 authorized users to simultaneously monitor NAS infrastructure services, subsystem, and equipment.

3.1.2 NAS Control

3.1.2.1 NIMS shall control NAS infrastructure subsystems.

3.1.2.2 NIMS shall control NAS infrastructure equipment.

3.1.2.3 NIMS shall provide the tools to create, replace, delete, and modify pre-defined rules that translate Airway Facilities’ standard operating procedures into NIMS functions. 

3.1.2.4 NIMS shall permit one authorized user at a time to control a NAS infrastructure subsystem and equipment in accordance with pre-defined rules.
3.1.3 Management of Alarms and Alerts

3.1.3.1 NIMS shall generate alarms and alerts based on the threshold values of attributes of NAS infrastructure resources.

3.1.3.2 Alarms and alerts shall be routed to the user with primary control responsibility for the affected NAS infrastructure resource.

3.1.3.3 NIMS shall route alarms and alerts to logged-on users based on pre-defined rules.


3.1.3.4 NIMS shall provide the tools for users to acknowledge alarms and alerts.

3.1.3.5 NIMS shall dynamically update alarm and alert acknowledgement information.

Note: Dynamically update means once an alarm or alert is acknowledged, the acknowledgement is automatically transmitted to affected users across the NAS.

3.1.3.6 NIMS shall correlate alarms/alerts to identify the cause of multiple linked alarms/alerts using a hierarchical methodology.

Note:  An example of a hierarchical methodology is fault trees.

3.1.3.7 NIMS shall escalate alarms and alerts based on pre-defined rules. 

3.1.3.8 NIMS shall provide the tools to set fault thresholds.

3.1.3.9 NIMS shall record infrastructure resource fault information.

3.1.3.10 NIMS shall generate infrastructure resource fault reports.

3.1.4 Define and Execute Fault Diagnostic Tests

3.1.4.1 NIMS shall provide the tools to remotely activate NAS infrastructure resource fault diagnostics.

Note:  Fault diagnostics are limited to what is provided by the managed object.

3.1.4.2 NIMS shall provide the tools to manually isolate NAS equipment faults.

Objective: Provide the tools to execute pre-planned test control sequences.

Objective: Provide the tools to automatically compare the results of executed tests with pre-defined test result patterns to determine whether the tested resource is operating correctly or incorrectly.

Objective: Provide the tools to automatically isolate faults to the LRU level.

3.1.4.3 NIMS shall provide the tools to execute scripts to isolate NAS equipment faults.

Objective: To provide pre-planned test control scripts for managed NAS infrastructure resources that do not possess embedded fault diagnostic capability and the tools to create, edit, and modify test scripts.

3.1.5 Create and Maintain Service Restoration Rules 

3.1.5.1 NIMS shall provide the tools to manually restore NAS services.

Objective: To allow the modification of the predefined rules by authorized personnel.

Objective: To provide the tools to enable and disable automatic recovery of NAS services.

Objective: To select automatic and manual transition from the off-line to the on-line state for any selected resource.

3.1.5.2 NIMS shall provide the tools to execute scripts to restore NAS services.

Objective: To provide pre-planned test control scripts for managed NAS infrastructure resources.

3.1.6 Event Management

Note: Examples of “events” include changes in the status of managed NAS equipment system(s), services, security violations, personnel assignments, etc.  See Appendix III for a detailed definition.

3.1.6.1 NIMS shall identify automatically and manually received events.

3.1.6.2 NIMS shall classify each event in accordance with pre-defined rules. 

3.1.6.3 NIMS shall record each event.

3.1.7 Event Prioritization

3.1.7.1 NIMS shall filter events based on pre-defined rules.

3.1.7.2 NIMS shall propose a priority for each event based on pre-defined rules.

3.1.7.3 NIMS shall allow the user to assign a priority to individual events.

3.1.8 Event Reporting

3.1.8.1 NIMS shall automatically notify specified users of the occurrence of an event.

3.1.8.2 NIMS shall report an event based on its assigned priority.

3.1.8.3 NIMS shall generate an event log translation of each event.

3.1.8.4 NIMS shall set event filters. 

3.1.8.5 NIMS shall modify event filters.

3.1.8.6 NIMS shall correlate related events stemming from a common cause. 

3.1.8.7 NIMS shall generate event reports.

3.1.9 Event Ticketing


Note:  An event ticket is the precursor to a work assignment.


3.1.9.1 NIMS shall automatically generate event tickets in accordance pre-defined rules for events.

3.1.9.2 NIMS shall allow the selection of the criteria by which NIMS automatically generates event tickets.

3.1.9.3 NIMS event ticket data shall be consistent with FAA Orders 6000.5C, Facility Service and Equipment Profile, 6040.6F, Airway Facilities Technical Inspection Program, and 6040.15C, National Airspace Performance Reporting System. 

3.1.9.4 NIMS shall provide the tools for entering, editing, and validating data in event tickets.

3.1.9.5 NIMS shall provide the tools to manually generate and submit event tickets.

3.1.9.6 NIMS shall provide the tools to create and maintain distribution lists.

3.1.9.7 NIMS shall automatically route event tickets to designated recipients for review, approval, and notification.

3.1.10 Populate and Update Event Ticket Fields 

3.1.10.1 NIMS shall provide the tools to add, access, and modify event ticket fields.

Note: Examples of event ticket fields include who is responsible; when (times, dates, sequences, and dependencies; event summary location; what approaches and methods are being use; point of contact; what personnel and resources, including costs, are involved.  
3.1.10.2 NIMS shall automatically include on event tickets information regarding support resources needed to accomplish the referenced maintenance tasks.

Note: Examples of support resources include tools, test equipment, rain gear, boats, trucks, consumables, etc.

3.1.10.3 NIMS shall correlate related event tickets. 

Note: Event ticket correlation is the linking of multiple event tickets that are related to a single event. 


3.1.10.4 NIMS shall automatically populate the event ticket fields. 


3.1.10.5 NIMS shall automatically update an event ticket as additional information is obtained from any authorized access point within the NAS.


3.1.10.6 NIMS shall provide the tools to manually update an event ticket as additional information is obtained from any authorized access point within the NAS.


3.1.10.7 NIMS shall provide the tools for managing, completing, validating and closing data in event tickets consistent with FAA Orders 6000.5C, 6040.6F, and 6040.15C.


3.1.10.8 NIMS shall write-protect each completed entry/action within each ticket.


3.1.10.9 NIMS shall write-protect closed tickets.


3.1.10.10 NIMS shall provide the tools to append additional information to a closed ticket.


3.1.10.11 NIMS shall automatically propose the assignment of event tickets to the OCCs in accordance with pre-defined rules.


Objective: The automatic assignment of event tickets by NIMS to individuals.

3.1.10.12 NIMS shall provide the tools to manually assign an event ticket to the operational centers and the ATSSs.


3.1.10.13 NIMS shall record receipt of an event ticket assignment.

3.1.10.14 NIMS shall record acknowledgement of an event ticket assignment.

Note: Acknowledgement indicates acceptance or rejection of an event ticket.


3.1.10.15 NIMS shall maintain a history log for event ticket changes.

3.1.11 Escalate Event Ticket

3.1.11.1 NIMS shall escalate an event ticket based on predefined rules. 


Note:  Escalation of an event ticket is the transmission of the event ticket to a higher level of management.  Reasons for the escalation could include lack of acknowledgement of event ticket within a specific time, not received by assignee, criticality of the event.  






























3.1.12 Performance Management

3.1.12.1 NIMS shall collect and process NAS infrastructure equipment, subsystems and services data for performance management. 

3.1.12.2 NIMS shall collect and process non-FAA services provider data for performance management. 

3.1.12.3 NIMS shall compare performance attributes of selected equipment, subsystems and services to predefined threshold values. 

3.1.12.4 NIMS shall provide the tools for the modification of the predefined threshold values. 

3.1.12.5 NIMS shall provide the tools to process collected equipment, subsystems and services availability and utilization data.

3.1.12.6 NIMS shall identify potential failures based on NAS performance analysis of equipment and LRUs nationally, regionally, and on a site by site basis.  

3.1.12.7 NIMS shall identify NAS infrastructure equipment,  and subsystems projected to have high fault potential. 

3.1.12.8 NIMS shall identify trends in service availability.

3.1.12.9 NIMS shall identify trends in equipment availability.

3.1.12.10 NIMS shall identify trends in service delivery costs.

3.1.13 Workforce Scheduling 

3.1.13.1 NIMS shall provide the tools for the manual assignment, tracking, and updating of workforce schedules. 

Note: Examples include sick and vacation time, training time, administrative duty time, and maintenance task time.

Objective: NIMS shall propose scheduling of workforce tasks in accordance with pre-defined rules.

3.1.13.2 NIMS shall provide the tools to manually prioritize workforce tasks. 

Objective: NIMS shall propose prioritization of workforce tasks in accordance with pre-defined rules and identify NAS impacts of proposed scheduled tasks.

3.1.14 Task Assignment and Management

3.1.14.1 NIMS shall classify, sort, retrieve, and report certification credentials and training, as requested by authorized users.


3.1.14.2 NIMS shall propose allocation and co-ordination of task assignments.

3.1.14.3 NIMS shall route task assignments to designated recipients for review, approval, and notification.


3.1.14.4 NIMS shall identify task-scheduling conflicts.


Note: CPMIS, RTP, MMS are examples of other databases that could be used to resolve scheduling conflicts.
3.1.14.5 NIMS shall provide the tools to create workforce groupings to include geographic location, organization, facility site, function, and responsibilities.

3.1.14.6 NIMS shall provide the tools to add and modify information used by the workforce management tasks.

3.1.14.7 NIMS shall provide the tools for the scheduling, rescheduling, and assignment of personnel to tasks.

3.1.14.8 NIMS shall provide the tools for the release of personnel from task assignments.


3.1.14.9 NIMS shall provide the tools to notify the workforce of task assignments changes in assignments, schedule changes, and other operational and administrative notices.


3.1.14.10 NIMS shall identify the required assets to be used in the resolution of scheduled and unscheduled events.
Note:  For the purpose of this requirement assets refers to the types of test equipment, tools and LRUs needed to accomplish the tasks.


3.1.14.11 NIMS shall provide the tools for the initiation, monitoring, and recording of activities resulting in task resolution.

Note: Activities include travel time; set up/shut down time; repair time, waiting for parts, flight check, etc.

3.1.15 Asset Tracking and Assignment
Note:  The intent for these requirements is for NIMS to access asset information from ASCM. 
3.1.15.1 NIMS shall provide access to all asset attributes.

Note:  Examples of assets are systems, equipment, hardware, software, LRUs, spares, roads and grounds, buildings, and chillers, etc. 
3.1.15.2 NIMS shall provide access to asset warranty information.

3.1.15.3 NIMS shall provide access to track the status of logistical support resources.

Note:  Logistic support resources are replacement LRUs, consumables, test equipment, and personnel training and certification on assets. 
3.1.15.4 NIMS shall provide requests for assets to ASCM.

3.1.15.5 NIMS shall provide asset status changes to ASCM

Note:  For example, movement of parts.





3.1.16 NAS Modeling and Simulation

3.1.16.1 NIMS shall use the status of the NAS infrastructure resources to model operational relationships in accordance with pre-defined rules.

3.1.16.2 NIMS shall use the status of NAS infrastructure resources and simulated inputs to identify operational relationships in accordance with pre-defined rules to perform tactical decision support scenarios.

3.1.16.3 NIMS shall use simulated inputs to model and simulate operational relationships for strategic planning.

Note: The above three requirements will be satisfied when the models can be run simultaneously as well as independently.  Inputs will include reliability maintainability availability, cost and performance of managed objects and services, and trend data.

3.1.17 Operational Configuration

3.1.17.1 NIMS shall allow the transfer or assumption of any or all of the operational functions of an OCC facility to another OCC facility.

Objective:  NIMS shall allow the transfer or assumption of any or all of the operational functions at SOCs to OCCs.

3.1.17.2 NIMS shall provide the tools to move workload/span of control among NIMS facility’s workstation displays to accommodate variations in staffing, NAS activity, and NIMS failures in accordance with user requests.

3.1.18 Data Logging 

3.1.18.1 NIMS shall provide the tools for entering data into a NAS maintenance log consistent with FAA Orders 6000.48, General Maintenance Handbook For Automated Logging, 6000.5C, and 6040.15C.

Note:  NIMS will provide the tools for documenting, as a minimum, the information required by the above referenced FAA Orders.  The format for documenting the information will be determined during the development of the NIMS system specifications.   


3.1.18.2 NIMS shall provide the tools to enter data into NAS maintenance logs from the NOCC, OCCs, SOCs, and SSCs/WCs.


3.1.18.3 NIMS shall record the attributes of monitored infrastructure resources. 


3.1.18.4 NIMS shall write-protect all log entries and provide the tools to append entries. 


3.1.18.5 NIMS shall provide the tools to prevent input error of log entries based on variables from information provided in FAA Orders 6000.5C and 6040.15C.

3.1.18.6 NIMS shall record all entries to the maintenance logs. 

3.1.18.7 NIMS shall provide the tools to enable multiple users to simultaneously update the maintenance log.  

3.1.19 Storing Data for Immediate Access 

3.1.19.1 NIMS shall provide on-line storage of recorded operational data in support of NAS infrastructure management activities.

3.1.19.2 Recorded data for events shall be maintained on-line through closure of the associated event ticket(s) plus fifteen (15) days.

3.1.20 Backing-up and Restoring Data 

3.1.20.1 NIMS shall perform automatic backups at selectable times without degrading NIMS performance.

3.1.20.2 NIMS shall allow full, incremental, and selected partial manual backups without degrading NIMS performance. 

3.1.20.3 NIMS shall provide the tools to restore recorded data from full, incremental, and partial backups. 


3.1.20.4 NIMS shall provide the tools to manage the backup and restoration of recorded data.

3.1.21 Archiving Data 

3.1.21.1 NIMS shall archive data that has been inactive for fifteen (15) days.

3.1.21.2 NIMS shall provide the tools to access archived data.

3.1.21.3 NIMS shall retain archived data for five (5) years.

3.1.22 Report Generation

3.1.221 NIMS shall produce a series of user-selected standard reports.

3.1.22.2 NIMS shall provide the tools to create custom reports with custom formats.

3.1.22.3 NIMS shall provide the tools to modify standard or custom report formats.

3.1.22.4 NIMS shall provide the tools to distribute reports to designated recipients.
3.1.22.5 NIMS shall provide the tools to identify resource usage.

3.1.22.6 NIMS shall provide the tools to associate attributes to resource utilization per pre-defined rules.

3.1.22.7 NIMS shall provide the tools to associate cost to resource utilization.

3.1.22.8 NIMS shall integrate accounting data with resource usage.

3.1.23 User Interface

3.1.23.1 NIMS shall provide the tools to exchange operational information with a remote location without re-entry of data.

Note:  Remote locations can include NOCC, OCCs, SOCs, SSCs/WCs, MDTs, Flight Inspection Central Operations (FICO), regional offices, SMOs, FAALC, headquarters, etc. 

3.1.24 External Interfaces

3.1.24.1 NIMS shall interface with each of the following systems: 
Interface
Interface Rationale
Input to, or output from,  NIMS 
Section 3.1 Reference

Asset Supply Chain Management (ASCM)/* Logistics Center Support System (LCSS)
Asset information
Input/

Output
3.1.7.2 Logistics Support Resources

3.1.15 Asset Tracking and Assignment

3.1.22 Report Generation

Cost and Performance Management System (CPMS)
Cost and performance information
Output 
3.1.12  Performance Management

3.1.22 Report Generation

Logistics Information System (LIS)**
Supply support
Input/

Output
3.1.10.2 NIMS shall automatically include on event tickets information regarding support resources needed to facilitate the referenced maintenance tasks (e.g., location, status of ordered parts, etc.).

National Data Warehouse 
Data exchange 
Input/ Output 
3.1.12 Performance Management

Notice to Airmen (NOTAM)
Monitor managed systems, scheduled outages, and other air traffic operations 
Input 
3.1.1 NAS Monitoring



Regional Information System (REGIS) 
Budget tracking of operational tasks, consumables, overtime, training and certifications records, etc.
Input/

Output 
3.1.22 Report Generation

Resource Tracking Program (RTP)
Scheduling of F&E projects
Input 
3.1.6 Event Management

3.1.12 Performance Management
3.1.14.12 NIMS shall provide the tools for the initiation, monitoring, and recording of activities resulting in task resolution.

Telecommunications Information Management System (TIMS)
Present configuration of telecommunication infrastructure
Input 
3.1.1 NAS Monitoring

Weather data from a  weather service
Current weather at location
Input 
3.1.6 Event Management

Centralized Flight Monitoring and Scheduling System
Scheduling of flight inspections
Input/

Output
3.1.6 Event Management, 3.1.7 Event Prioritization, 3.1.8 Event Reporting, 3.1.9 Event Ticketing, 3.1.11 Escalate Event Ticket, 3.1.3 Management of Alarms and Alerts, 3.1.5 Create and Maintain Service 

Restorations Rules, 3.1.14 Task Assignment and Management, 3.1.15 Asset Management.

3.1.24.2 NIMS shall interface with the Internet.

3.1.24.3 NIMS shall interface with the Intranet.

3.1.24.4 NIMS shall monitor NAS infrastructure assets that are not currently connected to the MPS via management proxy agent or embedded agent.



3.1.24.5 NIMS shall implement the remote maintenance interface in accordance with NAS Infrastructure Management System Manager/Managed Subsystem Interface Requirements Document, NAS-IR-51070000.


3.1.24.6 NIMS shall implement the remote maintenance interface in accordance with NAS System Level Specification for Managed Subsystems, FAA-E-2911.


3.1.24.7 NIMS shall implement SNMP Version 1 (SNMPv1) equipped remote maintenance interfaces in accordance with NAS Infrastructure Management System Manager/Managed Subsystem using the SNMPv1 Interface Control Document, 

NAS-IC-51070000-1.


3.1.24.8 NIMS shall implement Dynamic Data Exchange (DDE)/Object Linking and Embedding (OLE)/Component Object Model (COM) equipped remote maintenance interfaces in accordance with NAS Infrastructure Management System Manager/Managed Subsystem using the Standards as defined by the OLE for Process Control (OPC) Foundation, 12/98.

3.1.25 Internal Interfaces

3.1.25.1 NIMS shall interface with the MPS system. 

3.1.25.2 NIMS shall monitor and control NAS infrastructure assets that are currently connected to the Maintenance Automation System Software (MASS)/Monitor and Control Function (MCF).

Note: The MPS system includes MD-790 and MD-790A, Simple Asynchronous Interface (SAI), X.25, and SNMP monitor and control subsystems.

3.1.25.3 NIMS shall interface with the Maintenance Management System (MMS)

Note: This interface will interact with information from the MMS databases.

3.1.26 User Training Operations

3.1.26.1 All NIMS user positions shall be reconfigurable to support user training.

3.1.26.2 Software used for NIMS training shall replicate the functionality of the software that is used for operations purposes. 

3.2 Product Characteristics and Performance Requirements

3.2.1 Availability 

3.2.1.1 NIMS, an essential service, provide an operational availability of 0.999 as defined in FAA NAS-SR-1000, NAS System Requirements Specification, Section-01 through Section-14, Section 3.8.1.A and FAA-NAS-SR-1000, NAS System Specification, Volume VI, Facility Requirements for the National Airspace System, 1992, Section 3.2.1.5.4. 

Note: Availability includes power, Heating, Ventilation, and Air Conditioning (HVAC), telecommunications, the NIMS facility systems.

3.2.1.2 NIMS inherent availability shall be .9998 at each operational center (NOCC, OCC, SOC). This availability level includes scheduled and unscheduled outages but excludes the time during which the NIMS supporting infrastructure (i.e. HVAC, power, and communications) are unavailable.

Note: Essential NIMS provides services that, if lost, would reduce the capability of the NAS to exercise safe separation and control over aircraft.  Essential NIMS distribution systems supply NIMS to environmental and operational services that are required to sustain NAS critical systems/equipment.

3.2.1.3 NIMS restoration shall be by Service Level (SL), as appropriate for the highest SL affected by the failure, in accordance with Table 3.1, Ride-Through Time by Service Level.

Table 3.1 – Ride-Through Time by Service Level *

Parameter
SL 2

FAA NIMS Outage Ride-Through Time in Seconds
0.02

*Source: FAA-G-2100F, Electronic Equipment, General Requirements, and Sect 3.2.1.5, Equipment Response to Input NIMS

Note:  Ride-Through Capability: The minimum amount of time a system can operate normally without power. 

3.2.2 Reliability and Maintainability

3.2.2.1
NIMS shall have a Mean Time Between Critical Failures (MTBCF) of 2,500 hours in accordance with NAS-SR-1000. 

3.2.2.2 NIMS shall have a Mean Total Time To Repair (MTTR) of 30 minutes.

Note:  The MTTR includes the total time required for fault isolation, item replacement and retest.

3.2.2.3 NIMS shall return to service from a power failure without human intervention.

3.2.2.4 NIMS shall return to service in less than 10 minutes after the initiation of an initial program load (IPL) without further human intervention.

3.2.3 Maintenance

3.2.3.1
NIMS shall not require preventive maintenance on any NIMS subsystem more than once every three months.

3.2.3.2
NIMS shall allow for preventive maintenance without impacting operational capability.

3.2.3.3 Removal and replacement of NIMS LRUs shall not impact operational capability.

3.2.3.4 Removal and replacement of NIMS LRUs shall not require either unique tools or test equipment.

3.2.4 Enhanceability 

3.2.4.1 NIMS shall permit hardware and software modifications to be incorporated without degradation or impacts to the performance of other NAS system components.

3.2.4.2 The integration of the NIMS equipment to infrastructure resources shall not adversely affect the operation and performance of the infrastructure resources as defined in FAA Order 6000.30B, and FAA Order 6090.1A, Development and Implementation of Remote Monitoring Subsystems (RMS) Within the National Airspace System.

3.2.5 Scalability

3.2.5.1 NIMS shall simultaneously process on-line user operations without processing delays for 800 users at the rate of 120 transactions per second.

Objective:  NIMS shall simultaneously process on-line user operations without processing delays for 2,700 users at the rate of 400 transactions per second.

3.2.6 Seismic Protection

3.2.6.1 NIMS shall comply with  Federal Emergency Management Agency (FEMA) 222A, National Earthquake Hazards Reduction Program Recommended Provisions for Seismic Regulation for New Buildings. . 

Note:  The document referenced above specifies seismic requirements for equipment installation as well as building requirements.

3.2.7 Operational Software

3.2.7.1 Operational software shall employ open system architecture.

Note:  An open system is a concept that establishes interoperability among systems and interfaces.  There is no one source for standards development; sources are made up of industry, user groups and other interested parties that develop standards for particular types of applications.  Standards groups include International Standards Organization (ISO), Consultative Committee for the International Telegraph and Telephone (CCITT), International Telecommunications Union – Telecommunication (ITU-T), Electric Industry Association (EIA) and the Institute of Electrical and Electronics Engineers, Inc. (IEEE). 

3.2.7.2 Operational software modifications shall require prior approval of the FAA.

3.2.8 Operational Hardware

3.2.8.1
NIMS hardware shall be Commercial-Off-the-Shelf (COTS).

3.2.8.2
Operational hardware modifications shall require prior approval of the FAA.

3.2.9 Monitor and Control of NIMS

3.2.9.1 NIMS shall meet the requirements for RMM capability as defined in FAA Order 6000.30B, Policy for Maintenance of the National Airspace System (NAS) Through the Year 2000, and FAA Order 6090.1A.

4. PHYSICAL INTEGRATION 

4.1 Real Estate 

4.1.1 Not applicable. Rationale:  Currently available real estate is sufficient to accommodate NIMS implementation.

4.2 Space

4.2.1 NIMS hardware shall be capable of physically residing in existing FAA facilities.

4.3 Environmental 

4.3.1 NIMS shall meet the requirements of Executive Order 12088, Federal Compliance with Pollution Control Standards, Executive Order 12873, Federal Acquisition, Recycling, and Waste Prevention, applicable sections of the Code of Federal Regulations (CFR) such as, Title 40 CFR Environmental Protection and applicable Federal, State, Local, Department of Transportation (DOT) and FAA environmental orders and directives such as the National Environmental Policy Act (NEPA).
4.4 Safety Integration

4.4.1
NIMS shall comply with 29 CFR 1910, Occupational Safety and Health Standards and 29 CFR 1926, Occupational Safety and Health Standards for Construction.

4.5 Hazardous Materials

4.5.1 The use of hazardous materials, as specified in CFR 10, 29, 40 and 49, shall be excluded from the design, manufacture, and installation of NIMS components. 

4.5.2 Any deviance from the prohibition on hazardous materials in NIMS components as stated in paragraph 4.10.1 shall require prior approval of the FAA.

4.5.3 NIMS components shall be evaluated in accordance with FAA-G-2100F, 

section 3.3.6.6, when it has been determined that the components contain potentially toxic amounts of hazardous materials.

4.5.4 Material Safety Data Sheets (MSDS) shall be delivered concurrent with each delivery/installation of NIMS components.

4.6 Asbestos and Abatement

4.6.1 Equipment installation planning shall include verification of the absence of asbestos, lead, or other hazardous materials in structural components that will be disturbed or removed during new equipment installation.  Proper control methods shall be selected and used to preclude exposure to hazardous materials in accordance with FAA Order 3900.19B, FAA Occupational Safety and Health Program and 40 CFR 61, Asbestos.  

Note: The selection of materials for NIMS system will take into consideration removal cleanup and/or recycling during the installation, use cycle, modification and disposition of the system.

4.7 Energy Conservation

4.7.1 NIMS shall meet the requirements of Executive Order 12902, Energy Efficiency and Conservation at Federal Facilities, and the Energy Policy Act of 1992.
4.8 Heating, Ventilation, Air Conditioning  

4.8.1 Any modifications to facility Heating, Ventilation, Air Conditioning (HVAC) systems to accommodate NIMS equipment (e.g. increased cooling needs) shall comply with the manufacturer’s operational specification and meet the requirements of the American Society of Heating, Refrigerating and Air Conditioning Engineers, Inc. (ASHRAE) Standard 55, Thermal Environmental Conditions for Human Occupancy, and ASHRAE Standard 62, Ventilation for Acceptable Indoor Air Quality.

4.9 Grounding, Bonding, Shielding, and Lightning Protection 

4.9.1 NIMS Grounding and bonding shall comply with FAA-STD-019, Lightning Protection, Grounding, Bonding and Shielding Requirements for Facilities, FAA-STD-020, Transient Protection, Grounding, Bonding, and Shielding Requirements for Electronic Equipment, FAA Order 6950.19A, Practices and Procedures for Lightning Protection, Grounding, Bonding, and Shielding Implementation, and FAA Order 6950.20 Fundamental Considerations of Lightning Protection, Grounding, Bonding, and Shielding, and American National Standards Institute/International Electrical and Electronic Engineers, Inc.(ANSI/IEEE)1100-1992, Grounding, Shielding, and Bonding.

Note:  Where conflict exists between documents, FAA orders will take precedence.

4.10 Power and Signal Distribution 

4.10.1 NIMS signal/control cables, for which FAA specifications exist, shall be in accordance with FAA-E-2004, Cable Control, Shielded Pairs, Interior.

4.10.2 NIMS signal/control cables, for which FAA specifications do not exist, shall be in accordance with Insulated Cable Engineers Association (ICEA) standards.

4.10.3 The design of NIMS power distribution systems shall be validated in accordance with FAA Order 6950.27, Short Circuit Analysis and Protective Device Coordination Study.
4.10.4 NIMS power cable specifications shall be in accordance with the National Fire Protection Association (NFPS) 70, National Electric Code, Article 310.

4.10.5 The installation of NIMS power distribution cables and associated fixtures shall be in accordance with FAA-C-1217F, Electrical Work Interior, sections 4 and 5.

4.10.6 NIMS shall be furnished power in accordance with FAA Order 6950.2D, Electrical Power Policy Implementation at National Airspace System Facilities, paragraph 8c(5), Facility Power Source Code 1. 

4.11 Power Systems and Commercial Power

4.11.1 NIMS power systems shall comply with National Fire Protection Association (NFPA) Standard 70, NEC, FAA-C-1217F, and FAA-G-2100F.
4.12 Telecommunications

4.12.1 Installation of NIMS equipment shall comply with FAA Order 1830.6B, Telecommunications Asset Management and FAA Order 1600.66, Telecommunications and Information Systems Security Policy.

4.12.2 NIMS shall provide the tools for telecommunications service management in accordance with the draft Telecommunications Program Plan for National Airspace System (NAS) Infrastructure Management Modernization (NIMM) Version 1.0 dated January 29, 1999.

5. FUNCTIONAL INTEGRATION

5.1 Integration With Other NAS (and Non-NAS) Elements

5.1.1 NIMS requires extensive interfaces throughout the NAS.  Refer to Section 3 for specific requirements.

5.2 Software Integration

5.2.1 Software integration shall comply with paragraph 3.1.25.

5.3 Software Integration Safety and System Risk Management

5.3.1 NIMS software shall be integrated in accordance with FAA Order 8040.4, Safety Risk Management.

Note:  The draft Software System Safety Handbook, published by the Joint Services Safety Committee of the Joint Services System Safety Panel will be used as guidance.

5.3.2 NIMS system risk management shall be conducted in accordance with FAA Order 8040.4.

5.4 Spectrum Management

5.4.1 The Office of Spectrum Policy and Management, ASR-1, shall review, prior to purchase, COTS equipment that uses radio frequency technology to aid in the NIMS process.

5.4.2 NIMS COTS equipment shall meet electromagnetic compatibility requirements with existing NAS communications, navigation and surveillance (CNS) systems as specified in FAA Order 6050.19D, Radio Spectrum Management and Use, section 7, paragraph (e), (1-5).

Note:  This includes COTS equipment that is often called “Part 15 device” or “low power RF device” which can potentially interfere with sensitive aeronautical communications, navigation, and surveillance systems.   

5.4.3 NIMS shall meet the radiation hazard limit standards as established in FAA Order 3900.19B, chapter 14, section 1405, paragraphs a thru 1. 


Note:  The limits established in Order 3900.19B are in accordance with the American National Standards Institute/Institute of Electrical and Electronic Engineers ANSI/IEEE C95.1-1991 (R-97), Standard for Safety Levels with Respect to Human Exposure to Radio Frequency Electromagnetic Fields, 3kHz to 300GHz.

5.5 Standardization

5.5.1 NIMS shall be in compliance with the FAA’s Year 2000 Y2K Repair Process and Standards Handbook, Version 3 (Green Book).

6. HUMAN INTEGRATION

6.1 Americans with Disabilities Act  

6.1.1 NIMS shall comply with the Americans with Disabilities Act (ADA) Act of 1990. 

6.2 Federal Accessibility Standards

6.2.1 NIMS shall comply with the Uniform Federal Accessibility Standards, 

FED-STD-795.

6.3 Human/Product Interface
6.3.1 Equipment operated and maintained by the FAA shall provide the following system design features:

Note:  FAA Human Factors Design Guide - DOT/FAA/CT-96/1 and other guidance documents will be utilized for specification development.

1. Adequate physical, visual and auditory interfaces and communications links among personnel, as well as between personnel and their equipment, under normal, adverse, and emergency conditions;

2. Provisions for minimizing the physical stress effects of the task or job demands within the work environment i.e., insulation from unnecessary vibration, noise, dust, glare, heat/cold; protection from excessive lifting or reaching; and minimization of repetitive movements conducive to repetitive stress injuries;

3. Provisions for minimizing the psychological stress effects of the task or job demand within the work environment i.e., minimizing the activities that induce unnecessary time pressures, way-finding confusion, ambiguity, annoying quirks, unnecessary steps, etc;

4. Compatibility of the design, the location, and the layout of controls, displays, workspaces, maintenance access and storage provisions following established control-display compatibility guidelines;

5. Provisions for workstation adjustments that accommodate individual anthropometric differences between operators while affording the operator a means to change his/her workstation posture for positional rest and support.

6.4 Prototype Testing

6.4.1 During the design of NIMS, the FAA shall ensure the viability of the Human Product Interface through the use of prototype and mock-up workstations. 

6.5 Employee Safety and Health 

6.5.1 NIMS shall comply with Occupational Safety and Health Administration (OSHA) 29 CFR 1910, Occupational Safety and Health Standards and OSHA 29 CFR 1926, Occupational Safety and Health Standards for Construction regulations.

6.5.2 The installation and operation of NIMS shall be in conformance with FAA Order 3900.19B.

6.5.3 NIMS shall monitor and control infrastructure equipment in accordance with OSHA 29 CFR 1910.147, Control of Hazardous Energy (Lockout/Tagout), to prevent employee exposure to hazards from unexpected energizing, startup of machine or equipment, or the release of stored residual energy.


 

7. SECURITY

7.1 Physical Security

7.1.1 Physical security at FAA facilities shall be evaluated, given the addition of new Systems(s) or tools at that facility.

7.1.2 NIMS shall comply with FAA Order 1600.69, FAA Facility Security Risk Management Program, or its successor orders, shall be complied with throughout implementation and end state operations.

7.1.3 At no time shall any activity be performed which degrades the existing security infrastructure.  
7.2 NAS Information Security

7.2.1 NIMS shall comply with paragraph 805 of FAA Order 1600.54B, FAA Automated Information Systems Security Handbook, and FAA Order 1600.66, Appendix 2.

Note:  Upon approval, FAA Order 1600.68, Information Systems Security Program, will replace FAA Orders 1600.54B and 1600.66.

7.3 Personnel Security

7.3.1 NIMS shall comply with FAA Order 1600.1D, Personnel Security Program.

8. IN-SERVICE MANAGEMENT

8.1 On-Site Maintenance

8.1.1 Maintenance support shall be provided in accordance with FAA Order 6000.15B. 

8.1.2 FAA Airway Facilities personnel shall perform on-site maintenance and certification services at individual NIMS facilities.

8.2 Depot Level Maintenance

8.2.1 Depot level maintenance shall consist of reordering or repairing failed lowest replaceable units (LRUs) which are shipped from a site or work center.

8.3 Second Level Engineering Support

8.3.1 Second Level Engineering support shall be provided for both hardware and software by the appropriate FAA operational support organization.



8.4 Staffing Standards Analysis

8.4.1 Staffing Standards Analysis (SSA) shall be performed by Airway Facilities to determine staffing levels.

8.5 Supply Support

8.5.1 NIMS shall be delivered with initial site and depot spares.

Note:  An analysis will be made to determine the repair versus discard policy for NIMS components.  The NIMS service providers(s) will provide the depot repair function as appropriate.

8.5.2 The FAA logistics center (FAALC) shall act as item managers for the NIMS and manage the NIMS supply support system.

8.5.3 NIMS hardware that is either owned by the FAA or is located on FAA or government property shall be bar coded in accordance with the current agency orders and regulations for use in managing, accounting, and requisitioning system components.

8.6 Support and Test Equipment

8.6.1 Any specialized support and test equipment or tools developed to operate and maintain NIMS at either site or depot levels, shall require prior FAA approval.

Note:  To the maximum extent possible, common support equipment, test equipment, and tools will be used to maintain the NIMS.

8.7 Technical Data

8.7.1 Technical Instruction Books (TIBs) shall be approved and baselined through the Configuration Management (CM) process prior to delivery to the field.

Note:  Any changes to TIBs, after baseline delivery, will require FAA approval.

8.7.2. Second level hardware and software maintenance documentation shall be delivered to the FAA operational support organization prior to deployment of NIMS.

8.8 Reprocurement Data Package

8.8.1 A Reprocurement Data Package (RDP) including engineering drawings, changes, and associated lists for NIMS, if ordered, shall be delivered to the FAALC.

Note:  RDPs will be identified as a contract option to be delivered upon request.

8.9 Training Development

8.9.1 Training shall be procured, developed, evaluated, and approved in accordance with FAA-STD-028B, Contract Training Programs.

8.9.2 An analysis shall be performed to identify any new requirements for training facilities.

Note: This will include an assessment of the need for class/lab/storage areas and the need for other dedicated space/facilities that may be needed to perform or support training.



8.10 Service Certification  

8.10.1 Service Certification.  Not applicable.  NIMS does not meet the certification criteria identified in FAA Order 6000.15B, General Maintenance Handbook for Airways Facilities.

8.11 Packaging, Handling, Storage and Transportation

8.11.1 Packaging, handling, storage, and transportation shall be in accordance with ASTM-D3951, Standard Practice for Commercial Packaging, for components destined for FAALC cognizance.
8.12 Disposal

8.12.1 Disposal shall be in accordance with FAA Order 4800.2C, Utilization and Disposal of Excess and Surplus Personal Property.

9. TEST AND EVALUATION

9.1 Test and Evaluation Requirements
9.1.1 General

9.1.1.1 The NIMS test and evaluation program shall consist of Development Test (DT), Operational Test (OT), Site Acceptance Test (SAT), Field Familiarization, Independent Operational Test and Evaluation, and Test and Evaluation for System Modification and Preplanned Product Improvements (P3I) in accordance with the Acquisition Management System Test and Evaluation Process.

9.1.2 System Test Requirements

9.1.2.1 DT shall be conducted at a site approved by the FAA.

9.1.2.2 OT shall be conducted at a site approved by the FAA.

9.1.2.2.1 OT shall demonstrate that the system is operable and that it can be integrated into the NAS.

9.1.2.3 SAT shall be conducted following site delivery of NIMS.  

9.1.3 Field Familiarization 

9.1.3.1 A Field Familiarization test shall be conducted at each site to verify system readiness for operation.

Note:  For example, AF personnel will verify that the new system has been properly installed and interfaced with existing NAS equipment; operational procedures and system documentation are in place; logistics support is available; and, site personnel are trained and capable of using the system. 

9.1.4 Independent Operational Test and Evaluation (IOT&E)

9.1.4.1 The government (The Office of Independent Operational Test and Evaluation, ATQ) shall conduct IOT&E for the system.

Note:  After the system has successfully completed all System Test activities, the development organization declares the system is ready to enter into IOT&E.  This is accomplished via the Independent OT&E Readiness Declaration (IOTRD) which is sent from the Associate Administrator for Research and Acquisitions (ARA-1) to the Associate Administrator for Air Traffic Services ATS-1.

9.1.4.2 IOT&E shall be conducted in parallel with or after Field familiarization.  

9.2.4.3 IOT&E shall provide an assessment report on the operational status of the system based on the results of the COIs stated in paragraphs 9.2.1 through 9.2.9.   

9.2 Critical Operational Issues (COIs)

9.2.1 Does NIMS interface and operate with existing equipment and systems?

9.2.2 Can NIMS accommodate defined, planned, new system interfaces and enhancements without degrading performance?

9.2.3 Does NIMS provide the required level of computer security?

9.2.4 Does NIMS provide the type, quantity, and quality of information that is needed to manage the NAS infrastructure?

9.2.5 Does NIMS provide for remote monitoring, control, certification, and fault isolation of NAS infrastructure components and services?  

9.2.6 Can NIMS be transitioned as defined within the approved transition and implementation plan with no degradation to NAS operations?
9.2.7 Does NIMS provide training for required operational, maintenance, and support activities?

9.2.8 Does NIMS provide the required level of reliability, maintainability, and availability to support continuous operations without degrading performance?

9.2.9 Do NIMS NAILS elements provide for required operation, maintenance, and logistics support when NIMS is deployed in the NAS?

10. IMPLEMENTATION AND TRANSITION

10.1 Program Implementation Plan

10.1.1 A NIMS Program Implementation Plan shall be generated in accordance with

 FAA-STD-036, Preparation of Program Implementation Plans.

Note:  Implementation consists of those activities necessary to prepare the site and deliver, install, integrate, and commission the systems into NAS operations.

10.2 Ground Infrastructure Implementation

10.2.1
NIMS shall provide a transition approach that ensures the continuity of services.

10.2.2 A NIMS Transition Plan shall be prepared using the FAA’s Implementation Planning Guidelines as guidance.

Note:  Transition is the aggregate of activities for multiple programs (product implementation, facility modernization/expansion) within a specific facility or field environment.

10.2.3 The NIMS transition approach shall include a process for transitioning among systems, elements and components, as well as a fallback process that is operationally acceptable.

10.2.4 NIMS shall interface with AF facilities regardless of the transition state or level of technical evolution of each site.

Note:  As systems are installed or decommissioned in a facility, the operational capability of NIMS must be maintained.

10.3 Field Familiarization

10.3.1 AF site personnel shall use NIMS in a controlled operational environment to verify that the fully integrated system is performing within specified parameters.

Note:  During this time, site personnel will develop full proficiency in the maintenance and operation of the newly configured operational system.

11. QUALITY ASSURANCE (QA)

11.1 The NIMS Quality Assurance Program (QAP) 

11.1.1 A NIMS QAP shall be established and maintained in accordance with the requirements of ANSI/ASQC-Q-9001, and ISO-9000-3, Quality Management and Quality Assurance Standards - Part 3: Guidelines for the Application of ISO 9001 to the Development, Supply and Maintenance of Software and provide at a minimum:

1. A QA organization that has the responsibility and authority to identify and evaluate quality problems, and to initiate, recommend, or provide solutions.

2. Procedures and controls to assure configuration management during all operations through final acceptance.

3. Controls to assure that all inspection and testing are performed in compliance with contract requirements and that all test data is complete, correct, traceable, repeatable, and acceptable.

4. Maintenance of proper record keeping function to provide objective evidence and traceability of operations performed.

5. Procedures and controls for assuring that all software products of services procured from subcontractors conform to contract requirements.

6. Procedures and controls to assure that all documentation is reviewed and meets contract requirements.

7. Procedures and controls for the prevention of software and system deficiencies, detection and analysis of deficiencies when they do occur, as well as procedures for corrective action.

Note:  The FAA will implement a system of periodic internal quality audits or reviews to verify that quality activities and related results are in compliance with planned arrangements, and to verify that QA programs are performing effectively.

12. CONFIGURATION MANAGEMENT

12.1 Configuration Management Program

12.1.1 The FAA managing Program Office and the contractor shall be jointly responsible for developing and providing a configuration management (CM) program for the NIMS that will enable life cycle system supportability and maintainability.

12.2 Configuration Management Change and Control Procedures

12.2.1 The NIMS configuration management program shall be in accordance with applicable agency policy, process and procedures.

12.3 Baseline Management, Control, and Status Accounting

12.3.1 NIMS Product Baselines (PBLs) shall be established and declared by the Configuration Control Board (CCB).  

Note:  The CCB will review and either approve or disapprove changes to PBLs. PBLs may be changed as a result of technology refreshment, pre-planned product improvement (P3I), NAS Change Proposals (NCPs).

12.4 Documentation of Product Baseline Changes

12.4.1 NIMS shall ensure adherence to the following tenets of CM: Planning and Management, Configuration Identification, Change Management, Configuration Status Accounting, Configuration Verification and Audits, and Data Management.

APPENDIX I.  THRESHOLDS AND OBJECTIVES

Section

#
Requirement
Threshold
Objective

3.1.10.11
Event Ticket Assignment
Automatic assignment of event tickets by NIMS to individuals
Assignment of event tickets to ATSSs

3.1.5.1
Restoration of NAS Services
Manually manage the restoration of NAS services
Allow modification of the predefined rules by authorized personnel; provide the tools to enable and disable automatic recovery of NAS services;  select automatic and manual transition from the off-line to the on-line state for any selected resource.

3.1.5.2
Execute Scripts to Restore NAS Services
Execute scripts to restore NAS services
Provide pre-planned test control scripts for managed NAS infrastructure resources.

3.1.4.2
Execute NIMS Fault Isolation Tests
Manually isolate faults of NAS equipment
Execute pre-planned test control sequences; automatically compare the results of executed tests with pre-defined test result patterns to determine whether the tested resource is operating correctly or incorrectly; and automatically isolate faults to the LRU level

3.1.4.3
Fault Isolation Scripts
Execute scripts to isolate faults of NAS equipment
Provide pre-planned test control scripts for managed NAS infrastructure resources that do not possess embedded fault diagnostic capability; the tools to create, edit, and modify test scripts

3.1.13.1
Workforce Scheduling
Manually assign, track, and update workforce schedules
Propose scheduling of workforce tasks in accordance with pre-defined rules



3.1.13.2
Task Priority
Manually prioritize workforce tasks
Propose prioritization of workforce tasks in accordance with pre-defined rules and identify NAS impacts of proposed scheduled tasks

3.1.17.1
Operational Configuration
Transfer or assumption of any or all of the operational functions of an OCC facility to another OCC facility
Transfer or assumption of any or all of the operational functions at SOCs to OCCs

3.2.5.1
Scalability
Simultaneously process on-line user operations without processing delays for 800 users at the rate of 120 transactions per second
Simultaneously process on-line user operations without processing delays for 2,700 users at the rate of 400 transactions per second

APPENDIX II.  MISSION NEED CORRELATION MATRIX

Needed capabilities per the revalidation of 

Mission Needs Statement  – 145 

(Referenced to the original Mission Needs Statement)


RD Section Number

Enterprise management of NAS assets and support resources with the capabilities to prioritize, leverage, and concentrate NAS technical and analytical expertise to increase and ensure NAS readiness based on service demand.  (MNS#145 paragraph – 3.1)
3.1

Improved maintenance/equipment performance information to support the AF Concept of Operations and improve the capability to implement reliability centered maintenance and improve the productivity of maintenance personnel.  (MNS#145 paragraphs 3.1.3 and 3.1.24)
3.1, 3.2, 5

Improved capability to manage services as well as systems and resources that comprise the NAS infrastructure.  (MNS#145 paragraphs 3.1) 


3.1, 5

Improved capability to coordinate the resolution of scheduled and unscheduled events with internal and external customers.  MNS#145 paragraphs – 3.1 and 3.1.3)
3.1, 5

Improved capability to disseminate timely information on NAS service status to internal and external customers.  (MNS#145 paragraphs 3.1 and 3.1.3)
3.1



Improved linkage between RMM functions on nationally approved systems and maintenance response findings/data.  (MNS#145 paragraphs – 3.1 and 3.1.3)
3.1, 3.2, 5



Intelligent fault correction and information sharing which involves the need to correlate related and (seemingly) unrelated system performance, cost, support, and logistics events in an open and comprehensive manner.  (MNS#145 – paragraph 3.1.3)
3.1, 5

Improved ability to model the NAS infrastructure component of the Air Traffic Services enterprise.  This means among other things, trend analysis, and understanding the complex relationship among cost, quality/quantity and value safety, capacity and security services provided.  MNS#145 paragraphs – 3.1.3 and 3.1.26)
3.1, 3.2

APPENDIX III.  DEFINITIONS

Alarm.  


A visual indication when the value of a monitored parameter is outside the specified acceptable range which may be reinforced by an audio signal.

Alert.
(a) A visual indication of an abnormal condition which may be reinforced by an audio signal.

(b) An operational status/condition status condition of a NAS infrastructure resource in which the resource is still capable of performing all of the resource’s functions at the ideal level of performance, but some internal aspect of the resource has degraded or failed, and the functions of the resource may degrade or even fail unless management and/or maintenance action is undertaken. For example, a resource with one or more internal redundant components will transition from Normal to Abnormal when the last redundant component has failed, leaving only a single component operating.

Analysis.  This method of verification consists of comparing hardware or software design with known scientific and technical principles, procedures, and practices to estimate the capability of the proposed design to meet the mission and system requirements. When certain elements of design are comprised of previously qualified elements such as commercial off-the-shelf (COTS) equipment, then analysis of previous qualification testing in meeting specification requirements may be used to reduce the amount of qualification testing.

Architecture.  The organizational structure of system resources and the concept of interaction among them.

Asset.  A tangible item that represents value to the NAS.

Attribute.  Characteristics or parameters of managed resources.  In the context of monitoring, attribute refers to sensor or derived data which is directly obtained during data acquisition or determined by status determination processing.  In the context of control, attribute refers to effectors or actuators that are subject to adjustment via control commands.  

Availability. Probability the system, subsystem, or piece of equipment will operate satisfactorily (NAS-SR-1000).

Baseline.  The initial configuration of any item (including software, hardware, requirements, and documentation) which is formally designated and managed by a unique identifier and which is “frozen” at a specific time during the configuration item’s life cycle.  The baseline, plus any approved changes, constitutes the current configuration.

Centralized Flight Monitoring and Scheduling System (CFMSS).  Th system used by the Flight Inspection Central Operations (FICO) to schedule required flight inspection of facilities for commissioning, restore to service, periodic inspections, and after accident inspections.

Certification.  The technical confirmation that the service system is providing, and/or is capable of providing, the specified service to the user at any given time. The completion of certification requires a confirming action by an authorized ATSS.

Command.  Data input through file, pointers, menu selection, function keys, keystroke combination, or other entry mechanisms.

         Commercial Off-The-Shelf (COTS).  A hardware or firmware component which: 

(a) Is, or has been, offered, sold, leased, or licensed to the general public in the course of normal business operations at prices based on established catalog or market prices, or  

(b) Has been fully developed and tested, is in production, and does not meet the criteria of a) above solely because it is not yet available in the commercial marketplace.

Component.  A collection of hardware or software modules considered as a single object for the purposes of monitoring and control.

Computer Human Interface (CHI).  An aspect of a computer system, implemented in both hardware and software, which permits interaction between the user and the computer’s coded computational procedures. The visual displays, input devices, and dialogue, taken together as a whole. In conceptual terms, the set of features that support communication between the user and the computer.

Configuration Management.  For NIMS, configuration management involves two types of activities: 

Physical Configuration Tracking. The maintenance of, or the access to, a database containing information describing the current version of NAS infrastructure subsystem hardware, software, and associated documentation.

Operational Configuration Monitoring. NIMS will monitor the current operational configuration of NAS infrastructure resources; that is, which resources are operational, which are “down” for various reasons, which are on-line supporting NAS services, which are in a redundant standby mode, etc.

  Consistent.  Being in agreement: compatible.  Conforming to the same principles or course of action: uniform.

Control.  The ability to change the state of monitored system resources. 

Criticality Level.  NAS criticality levels are defined as critical, essential, and routine.

Critical Service.  Functions or services which, if lost, would prevent the NAS from exercising safe separation and control over aircraft. 

Decision Support System.  Any system that provides information that assists the decision-making process.

Degraded.  An operational state of a NAS infrastructure resource in which the resource is capable of operating at an acceptable, but less than ideal, level of performance.

Depot.  

(a) An FAA supply facility that serves as the major logistic support facility for on-site and central maintenance activities. 

(b) A central maintenance facility which performs repair, alignment, calibration, complete overhaul, and rebuilding of complex equipment. The maintenance depot may be a commercial manufacturer/supplier, a commercial repair facility not associated with manufacture of the repaired item, or a Government repair facility.

Derived Data.  Derived data refers to monitored data that is determined from an interpretation of other sensor data (or recursively, other derived data) or that is provided by a computing device (for example, self-test results from diagnostic equipment). 

Disconnected Mode.  The performance of authorized NIMS functions while operating in a stand alone state.  This refers to tasks being performed by a specialist on his maintenance data terminal (MDT) while at a remote site outside of any NIMS facility.

Display.  The hardware component on which views of information are presented to the user.  Examples include a cathode ray tube (CRT) and a liquid crystal display (LCD).  

The presentation of data and information to the system user.

Enhanceability.  The capability to add, delete, and adapt hardware and software components to provide new and/or improved functionality, capacity, and/or performance without change to the architecture or design. NIMS will be enhanceable to accommodate future Pre-Planned Product Improvement (P3I) enhancements.

Enterprise Management (EM).  The systematic and cohesive management of corporate resources in an organization which enables the delivery of critical business services.  EM refers to integrated management capabilities that include a broad range of functions for fault or event management, monitor and control, performance monitoring, software distribution, help desk functions, security, automated backup, configuration management, asset and inventory management, and job scheduling.   In regard to the NIMS Requirements Document, EM means managing the FAA’s resources to ensure the delivery of reliable, efficient, and effective NAS services.   

Equipment.  A complete operating assembly, either operating independently or within a system or subsystem.

Essential Service.  Functions or services which, if lost, would reduce the capability of the NAS to exercise safe separation and control over aircraft.

Event.  An occurrence at an instant in time which is significant to the operation of the      NAS, to include:


(a) Failure of any NAS infrastructure resource.

(b) Change of operational configuration of any NAS infrastructure resource.

(c) Any other state change.


(d) Issuance of any command by NIMS to any NAS infrastructure resource.

(e) Any action performed directly on a NAS infrastructure resource by an authorized NIMS user while outside of NIMS NOCC, OCC, SOC, and SSC/WC physical facilities.


(f) Completion of any action by any NAS infrastructure resource.

(g) Any other occurrence selected by an authorized user for national, regional, or local display and/or retention.

Event Notification.  The receipt by NIMS that a NAS event has occurred.

Event Reporting.  The advising of NIMS users by NIMS of the occurrence of a NAS event.  The reporting may include color coding, blink coding, auditory coding, text messages, acknowledgement boxes, or partial or complete combinations of these reporting methods depending upon the classification and criticality of the event as determined by NIMS. 

Event Ticket.  A record of information that is used to manage actions related to a particular event.  

External (Sub)system Interface.  An identifiable component for which operating status/condition status must be determined. The operating status/condition status for an external subsystem interface indicates the ability to communicate with other subsystems.

Facility.  The total electronic, environmental, electric power generation or distribution system, and the structures used to house, support, and/or protect contained systems and their users.  A facility may include a number of systems, subsystems, or equipment, e.g., a long-range radar facility, or it may in its entirety consist of only a single system, subsystem, or equipment such as an isolated RCL repeater facility.

Failed.  The condition of failure; a NAS infrastructure resource operational status which is off-line and unavailable for operational use. Transition to this state may be automatic in which embedded status monitoring software detects a condition in which the resource is unable to perform one or more of its functions, or it may be remotely commanded in response to out-of-tolerance test results.

Failure.  The cessation of the ability of a system or any of its components to perform a specified function or set of functions.

Fault.  A condition of a configurable item which degrades or interrupts its ability to perform one or more of its designated functions.

Fault Management.  A set of system functions which allows system managers to manage problems and includes mechanisms for the detection, isolation, and correction of abnormal system operation.

Fault Notification Time.  The amount of delay between the time the system fault occurred and its presentation to a NIMS user.

Fault Thresholds.  Fault thresholds are control attributes associated with the operating range of a resource. Fault thresholds are used to determine when there is a change in the operating status/condition status of a resource. A fault threshold may be an absolute count, a fixed or sliding window count interval, a value and duration, or an absolute value.

Function.  Any system capability. 

Hardware Component.  A tested collection of mechanical and electrical modules which perform simple or complex functions. 

Hierarchical Methodology.  A system of algorithms used to evaluate the status of items to rank one item above the others in series.   

Higher Order Language (HOL).  One of many syntactic structures of computer source code that expresses machine-level operations in terms more nearly natural to the computer programmer and more compactly than assembler code.

Human Factors.  The discipline concerned with the design and evaluation of products and tools that match people’s needs and that supports effective, efficient, and safe human performance.

Identify.  To recognize and record the origin, nature, and definitive characteristics of an occurrence or relationship.  Within the context of NAS monitoring, it means to recognize NAS-significant occurrences.  Within the context of display, it means to alert the user to unusual or otherwise tagged information. 

Infrastructure Resources.  The software applications, networks, equipment, services, and installations needed for the functioning of the NAS.

Interface.  The functional or physical capability that provides communication among NAS resources.

Inter-Facility.  Between adjacent facilities; for example, between two separate ARTCCs, between ARTCC and TRACON, etc. Contrasted with intra-facility.

Interoperability.  The ability to exchange data with other NAS elements. 
Initial Program Load.  The procedure used to (re-)start a computer system by copying the operating system kernel into main memory and running it.  Part of the boot sequence.
Intra-Facility.  Within a single facility; for example, between two positions within the same TRACON, etc. Contrasted with inter-facility.

Legacy System.  Existing NAS infrastructure components of the Remote Maintenance Management System (RMMS), National Maintenance Control Center (NMCC), and Maintenance Control Centers (MCCs).

Lowest Replaceable Unit (LRU).  An essential support item which is removed and replaced at the field level to restore the end item to an operationally ready condition. The lowest level of hardware indenture authorized for field level removal and replacement. 

Maintainability.  A measure of the ease and speed with which a system or component can be repaired and returned to the on-line state following a failure.

Maintenance.  

(a) The process of testing or restoring a NAS infrastructure resource to an operationally ready condition.

(b) An operational status in which a NAS infrastructure resource is off-line and unavailable for operational use. This status is used while performing off-line tests not requiring end-to-end connectivity or to restore failed resources to an operationally ready condition.

Maintenance Control Commands.  Maintenance control commands provide for manual control of a subsystem for management purposes. Generic maintenance control commands represent a minimal control capability for management operations.  

Maintenance Log.  Instrument used to document maintenance actions to the system.  

Mean Time Between Critical Failures (MTBCF).  The average time in hours between failures which impact on a facility’s ability to perform assigned functions.

Mean Time Between Failure (MTBF).  The average time between hardware or software component failures.

Mean Time To Repair (MTTR). The average time required to localize a component failure, remove and replace the failed component, and perform tests to confirm operational readiness of the component.

Mean Time To Restore (MTR).  The average time to restore a system to operational readiness including any administrative delays in starting the maintenance action.  Recorded on fielded systems as a measure of down time.

Monitor.  The maintenance of a real-time status of resources of the NAS infrastructure relative to their operational capability, component health, physical configuration, and operational configuration.

Monitor and Control Functions.  The set of capabilities required to manage and maintain the system including, but not limited to, system status monitoring, system performance monitoring, system resource control, system and service certification, component verification, hardware and software maintenance, and data reduction and analysis. 

Monitored Resources.  All portions of the NAS which are monitored by NIMS, to include NAS infrastructure services, NAS infrastructure systems, NAS infrastructure subsystems and equipment, NIMS itself, external interfaces, and services from non-FAA providers.

NAS.  National Airspace System; the collection of services that are provided to the flying public, airlines, and airports.

NAS Infrastructure.  The physical components of the NAS, excluding people. This includes systems, leased services, support services, inventory, vehicles, and real estate. The infrastructure supports services such as surveillance, display, communications, navigation, etc.

NAS Infrastructure Management (NIM).  The Airway Facilities’ concept for managing the NAS infrastructure.

NAS Infrastructure Services. The physical components of the NAS, excluding people that support the core functions performed by the NAS in the execution of its mission to provide safe separation and control over aircraft, e.g., surveillance, communication, navigation, aviation information.

NAS Service.  A core function performed by the NAS in the execution of its mission to provide safe separation and control over aircraft, e.g., aircraft separation, navigation, aviation information.

NIMS.  NAS Infrastructure Management System. In the broadest sense, NIMS is the complete system used to monitor, manage and control all of the NAS infrastructure resources. As such, it includes proxy agents physically attached to NAS resources, MPS computers, specialist MDTs, telecommunications and data link networks and circuits, and all of the people and other resources used in the day-to-day management of the NAS. However, for purposes of this specification, a much narrower definition is used. For this specification, ‘“NIMS’“ shall be confined to the hardware and software located within the physical confines of the NOCC, the OCCs, the SOCs, and the SSCs/WCs which were designed, integrated, procured, and installed as part the NIMS integration contract plus other items of hardware and software specifically designated by the FAA.

NIMS Component.  Major system building block, such as servers, LANs, MDTs, and workstations.

NIMS Facilities.  The NOCC, OCCs, SOCs, and SSCs/WCs.
National Operations Control Center (NOCC).  The national operations organization, that views the delivery of NAS infrastructure services to users and customers.  
Non-FAA Providers.  Any outside organizational entity that contributes data, products, or services in support of the providing of NAS services. This most often refers to the providers of leased services such as telecommunications networks or weather products.

Notification.  Information provided to the user indicating the occurrence of an event.
Operations Control Center (OCC).  The operations organization below the NOCC that oversees and directs SOCs and WCs within their domain, which may be geographic and/ or service element based.  
Parameter.  A measurable attribute of a resource.

Performance Management.  Capture, quantify, analyze, and report on errors, failures, responsiveness, availability, trends and utilization of the NAS equipment, subsystems, and services.  

Performance Thresholds.  Resource attributes which control events associated with resource workload monitoring, function throughput, and response times.

Pre-defined Rules.  The translation of operational procedures into a system that mimics the Airway Facilities’ standard operational procedures.  Rules can be dynamic or static in nature.  Rules can be tailored based on the operational environment and functions. 

Pre-Planned Product Improvement (P3I).  A planned, iterative development process for system hardware and/or software which provides additional or enhanced functionality and/or performance after initial system deployment.

Preventive Maintenance.  Routine, scheduled cleaning, adjustment, lubrication, part replacement, etc. required to preserve the equipment and reduce the chance of failure. Maintenance performed in accordance with a schedule and not in response to detected failure conditions.

Provide the Tools.  Indicative of required man-machine interaction. Includes hardware, software, and connectivity to appropriate data to perform the specific action(s).

Quality.  (1) The functional and physical uniformity around specified or design target values, with minimum variation from those targets.  (2) The composite of material attributes, including performance, features and characteristics of a product to satisfy a given need.

Reliability.  The degree, often expressed as failures per unit of time or time between failures, that a system or component will perform a required function under specific conditions for a specified period of time.

Remote.  Outside of the immediate physical proximity. In the context of NIMS, “remote” refers to anything outside of the facility boundaries of the NOCC, OCCs, SOCs, and SSCs/WCs.

Remote Maintenance Facilities.  Facilities used to perform maintenance or command maintenance-related actions which are physically remote from the resources requiring maintenance. NIMS facilities (NOCC, OCCs, SOCs, and SSCs/WCs) will be the remote maintenance facilities for the NAS infrastructure.

Reports.  The analysis and presentation of NIMS data to NIMS users or NAS managers. This covers a very wide gamut of presentations that include:

(a) The presentation of faults by the lighting of fault indicators.

(b) The presentation of NAS service and infrastructure configuration and/or status.

(c) Predefined format reports on any aspect of the NAS operation.

(d) Reports whose format is controlled partially or completely by user input.

(e) Reports which are either completely textual or partially textual and partially graphical, as determined by user input.

Resource.  Any NAS infrastructure hardware component, software component, or external interface. Used in the context of resource management, it may also include workforce, time, money and physical assets.
Resource Management.  The recording and association of resource usage for determining the cost of operating and maintaining the NAS infrastructure. 
Resource Utilization.  Information relative to the operation and support of the NAS infrastructure. This is often related to computer capacity used, but it also includes data relative to use of the workforce, use of telecommunications services, and use of spare parts. 

Restoration of NAS Services.  Placing the service back into an operational state or otherwise configuring the NAS infrastructure to provide full NAS service following service interruption or degradation. 

Scalability.  A characteristic of design which allows the adding, deleting, and/or adapting hardware and software components to meet the needs of a specific site without change to the system architecture or design. The capability to scale the system configuration will provide a tailored NIMS facility with the capacity, functionality, and performance required to provide adequate NAS infrastructure monitoring and control.

Script.  A series of commands executed by NIMS that is initiated by the user. 

Selected Data.  Any one of various types of data that are available within the system, e.g., resource status data, performance data, system analysis data, or problem determination data.

Service.  See “NAS Service.”

Service Certification.  The process through which the end-to-end thread that provides a NAS service is confirmed to be operating properly. The process of confirming that, under specified conditions, the system as a whole operates in conjunction with its external interfaces to provide the required service functionality and performance.

Service Delivery Costs. Demand for service quantity (e.g. bandwidth demand on communication trunk lines or microwave circuits, cable loops, A/G radios, etc); LRU consumption; total time To Restore, TTTR, by equipment by location by LRU; TTTR by phase (e.g., task preparation, travel time, repair activity and LRU replaced, cleanup, return travel, consumables, and human resources consumed);. Overtime (cost & time) expended by equipment, by service, by date and time of day; human resource utilization; demand for workforce training, workforce training, and workforce training effectiveness.

Service Interruption.  Loss of a NAS service.

Service Operations Center (SOC).  Provides local control of infrastructure resources (i.e. fault identification and mitigation, diagnostics, corrective and preventive maintenance, and certification activities) within their boundaries.
Shall.  The word “shall” is used whenever this specification expresses a provision that is binding or identifies a characteristic that NIMS must possess in order to be acceptable to the Government.

Simulation.  The process of generating operational data for the purpose of system testing and user training.

Status.  The information about the location and state of a resource at a particular time. 

Availability Status (NAS-MD-790)  Identifies NAS resource equipment availability and the condition that caused the change to  the current status. Status attributes are:

a) On-line by automatically detected fault.

b) On-line by command.

c) On-line by site operator.

d) Off-line and unavailable.

e) Off-line available.

f) Hot Standby.

Availability Status (SNMP/CMIP)  Monitored, read-only attributes, which indicate the availability of the resource providing service. The attributes include, but are not limited to:

a) Off-line.

b) On-line.

c) Power on.

d) Power off.

e) Maintenance.

f) Failed.

Operating/Condition Status - 

SNMP/CMIP status attributes:
· Normal - Operating within its ideal operating range and no management action is required.

· Warning - Operating within its ideal operating range but there is an aspect of the resource which requires management action.

· Degraded - Operating outside of its ideal operating range but within its acceptable operating range and requires management action. 

Failed - Operating outside its acceptable operating range and requires maintenance action.

NAS-MD-790 status attributes:
· Normal - Data point condition is normal (normal could be on or off).

· Not Monitored - Data point is not applicable or available.

· Hard Alarm High - Data point is in the hard alarm state and the data point is above the high hard alarm threshold value (also used to indicate a binary condition, e.g., on-off condition status).

· Hard Alarm Low - Data point is in the hard alarm state and the data point is below the low hard alarm threshold value.  

· Soft Alarm (Alert) High - Data point is in the soft alarm (alert) state and is above the high soft alarm threshold value.

· Soft Alarm (Alert) Low - Data point is in the soft alarm (alert) state and is below the low soft alarm threshold value.

Subsystem.  Two or more configurations integrated according to an engineering design in which the independent functionalities and performance of each configuration combine to provide a specified set of functions or a required service.

Subsystem Monitoring.  Subsystem monitoring is the acquisition of managed resource attributes, examination of these attributes to determine status, and the automatic and solicited reporting of acquired data and status information.  

Subsystem Status.  Subsystem status is an attribute that indicates the extent to which a monitored subsystem can perform all of its intended subsystem functions, and as such, is derived directly from the status of each of the subsystem functions.

System.  A collection of subsystems integrated according to an engineering design in which the independent functionalities and performance of each subsystem combine to provide a specified set of functions or a required service.

System Certification.  The process of confirming that the hardware and software components of a system are operating correctly.

Telecommunications.  The FAA supplied network infrastructure which provides voice, data, and graphics connectivity between NIMS systems and NAS infrastructure resources, RMMS processors, other NIMS facilities, external information systems, NIMS service providers, and NIMS users.

Tools.  See “Provide the Tools”

User.  Any person who interacts directly with NIMS.
Work Centers (WC).  Provides on-site routine O&M of the NAS infrastructure.
Workforce.  All FAA employees and contract personnel who provide a service in the operation, management, or support of the NAS.

Workstation.  An integrated set of hardware and software components, including one or more data entry devices, processors, displays, power sources, and equipment cabinets which is used by a user to perform NIMS functions.

APPENDIX IV.  ACRONYMS

ADA - American Disabilities Act

AF – Airway Facilities

AMS – Acquisition Management System

ASCM – Asset Supply Chain Management

ATCSCC – Air Traffic Control System Command Center
ATSS- Airways Transportation Systems Specialist
CAS - Commercially Available Software

CCB – Configuration Control Board

CCITT – Consultative Committee for the International Telegraph and Telephone

CFR – Code of Federal Regulations

CM – Configuration Management

COI  - Critical Operational Issues

COM – Component Object Model

COTS - Commercial-Off-The-Shelf

CPMS – Cost and Performance Management System

DAFIS - Departmental Accounting and Financial Information System

DDE – Dynamic Data Exchange

DOT – Department of Transportation

DT&E – Developmental Test and Evaluation

EMIRS – Environmental Management Resource Information System

FAALC – FAA Logistics Center

HVAC - Heating, Ventilation, and Air Conditioning

IEEE - Institute of Electrical and Electronic Engineers

IOT&E – Independent Operational Test and Evaluation

ISO - International Standards Organization

         ITU-T - International Telecommunications Union-Telecommunications

LIS - Logistics Information System

         LRU - Lowest Replaceable Unit

MASS – Maintenance Automation System Software
MCF – Monitor and Control
MDT - Maintenance Data Terminal

         MIL - Military

         MMS - Maintenance Management System

MNS – Mission Need Statement

         MPS - Maintenance Processor Subsystem

MTBCF - Mean Time Between Critical Failures

         MTBF - Mean Time Between Failure

MTR - Mean Time To Restore 
         MTTR - Mean Time To Repair

MTTRS - Mean Time To Restore Service
         NAILS – NAS Integrated Logistics Support

NAPRS – National Airspace Performance Reporting System

         NAS - National Airspace System

NCP – NAS Change Proposal

         NDI - Non-Developmental Item

NEC – National Electric Code

         NEPA - National Environmental Policy Act

         NFPA - National Fire Protection Association

         NIM - NAS Infrastructure Management

NIMS - NAS Infrastructure Management System

NMCC – National Maintenance Control Center

NOCC - National Operations Control Center

NOTAM - Notices to Airmen

NPF – NIMS Premier Facility

NPR  - NAS Problem Reporting 

O&M – Operations and Maintenance

OCC - Operations Control Center

OLE – Object Linking and Embedding

         ORD - Operational Requirements Document, or Operational Readiness Demonstration

OSHA – Occupational Safety and Health Administration

OT&E – Operational Test and Evaluation

P3I – Pre-Planned Product Improvement

PBL – Product Baseline

PTR - Program Trouble Report

QA – Quality Assurance

QAP - Quality Assurance Program

RD – Requirements Document

RDP – Reprocurement Data Package

REGIS - Regional Information System

RMM - Remote Maintenance Management           

RMMS - Remote Maintenance Management System          

         RMS - Remote Monitoring Subsystem

         RTP - Resource Tracking Program

SAI - Simple Asynchronous Interface

SL – Service Level

         SLS - System Level Specification

SNMP – Simple Network Management Protocol

         SOC - Service Operations Center

SSA – Staffing Standards Analysis
SSC- System Support Center
         STD – Standard

T&E – Test and Evaluation

TARS – Terminal Automation Radar Service

TIMS - Telecommunications Information Management System

TIR – Technical Instruction Book

UPS – Uninterruptible Power Supply

         WC - Work Center
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Executive Order (E.O.) 12699

Seismic Safety of Existing Federally Owned or Leased Buildings
E. O. 12941

Federal Compliance with Pollution Control Standards
E.O. 12088

Federal Acquisition, Recycling, and Waste Prevention
E.O. 12873

Occupational Safety and Health Standards 
29 CFR 1910

Occupational Safety and Health Standards for Construction
29 CFR 1926

FAA Occupational Safety and Health Program
FAA Order 3900.19B

Energy Efficiency and Conservation at Federal Facilities, and the Energy Policy Act of 1992
E.O. 12902

Thermal Environmental Conditions for Human Occupancy
ASHRAE Standard 55

Ventilation for Acceptable Indoor Air Quality
ASHRAE Standard 62

Lightning Protection, Grounding, Bounding and Shielding Requirements for Facilities
FAA-STD-019

Transient Protection, Grounding, Bonding, and Shielding Requirements for Electronic Equipment 
FAA-STD-020

Practices and Procedures for Lightning Protection Grounding, Bonding, and Shielding Implementation 
FAA Order 6950.19A

Fundamental Considerations of Lightning Protection Grounding, Bonding, and Shielding 
FAA Order 6950.20

Grounding Shielding and Bonding
ANSI/IEEE 1100-1992

Cable Control, Shielded Pairs, Interior
FAA-E-2004

Short Circuit Analysis and Protective Device Coordination Study
FAA Order 6950.27

National Fire Protection Association (NFPA)
Standard 70

National Electric Code (NEC)


U. S. DOT FAA Specification Electrical Work, Interior
FAA-C-1217F

Electrical Power Policy Implementation at National Airspace System Facilities
FAA Order 6950.2D

Telecommunications Asset Management
FAA Order 1830.6B

Telecommunications and Information Systems Security Policy
FAA Order 1600.66

Safety Risk Management
FAA Order 8040.4

Radio Spectrum Management and Use
FAA Order 6050.19D

Americans with Disabilities Act (ADA) Act of 1990


Uniform Federal Accessibility Standards
FED-STD-795

FAA Human Factors Design Guide 
DOT/FAA/CT-96/1

Control of Hazardous Energy (Lockout/Tagout)
OSHA 29 CFR 1910.147

FAA Facility Security Risk Management Program
FAA Order 1600.69

FAA Automated Information Systems Security Handbook and 
FAA Order 1600.54B

Personnel Security Program
FAA Order 1600.1D

Contract Training Programs
FAA-STD-028B

General Maintenance Handbook for Airways Facilities
FAA Order 6000.15B

Airway Facilities Maintenance Personnel Certification Program
FAA Order 3400.3G

Standard Practice for Commercial Packaging
ASTM-D3951

Utilization and Disposal of Excess and Surplus Personal Property
FAA Order 4800.2C

Quality Management and Quality Assurance Standards - Part 3: Guidelines for the Application of ISO 9001 to the Development, Supply and Maintenance of Software
ANSI/ASQC-Q-9001 and ISO-9000-3

* Note: System has not been deployedanticipated to be deployed in the  FY ‘01-02 timeframe.


** Note: System will be eliminated once ASCM is deployed.
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