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Abstract

An earlier baseline study (Drury and et al, 2000; Woodcock, and Smiley, 1999) validated a simulation methodology to provide a direct measurement of how incidents and accidents are investigated. In the current study, the methodology was used to evaluate a common human factors intervention: Human Factors training, particularly in Maintenance Resource Management (e.g. Taylor, 2000). Participants were given a brief incident description and had to question the experimenter to determine how the incident happened. A total of sixteen aviation maintenance personnel were tested before and after training. In addition, a control group of sixteen participants were tested twice without a training intervention to control for any learning effect of the simulation. Number and types of information requests, and their sequence were collected. The training group showed a significant increase in their ability to investigate incidents. A significant increase in number of facts was reported on the second test. QA and engineering participants performed better than other job type participants. Different types of facts (e.g. task related or environment related) were requested with different frequencies. The most to the least frequently requested types were: Task, Operator, Social, Machine and Environment. This distribution was also reflected in participants’ synopsis of their incident investigation. Our data supported the five-stage model of incident (Drury and et al, 1999): an initial trigger is followed by determination of the spatial and temporal boundaries of the incident, after which the incident is investigated in a largely sequential manner. A stopping rule is invoked after which there is a reporting stage.

Introduction

Human error has long been seen as a primary causal factor in accidents, including aviation accidents. Civil aviation has developed an enviable safety record by introducing multiple barriers to the propagation of error through a system (Reason, 1990). Using techniques such as redundant inspection, independent inspection of maintenance, automation and a visible paperwork trail, the industry and regulators have helped ensure that a single error (human or other) does not lead to an accident. Based on analysis of accident sequence, Reason (1990) found that before the final unrecoverable point (known as the active failure), there have often been many conditions lying dormant (known as latent failures or latent pathogens) until triggered by an unusual event. Fortunately, human factors engineering begins with the premise that such latent pathogens are inherently predictable from models of human behavior (e.g. Hollnagle, 1997), and can thus be designed out of the system or at least mitigated.

Continuing error reduction, particularly of human errors, has been a goal of the Gore Commission report (White House Commission on Aviation Safety and Security, 1997) and of many National Transportation Safety Board (NTSB) directives to the Federal Aviation Administration (FAA). Maintenance errors have been assuming greater prominence over the past several years as operational failure modes are gradually reduced, and now constitute a major threat to the continuing reduction in accident rates. Within the aircraft maintenance industry, the most common responses to this need have been human factor training programs, such as Maintenance Resource Management (MRM) (Taylor, 2000). This one-day human factors training course is used by one of our major partner airlines to train its employees in aspects of human factors such as improved communication and awareness, recognition of norms and safeguards to reduce error. The program attempts to change the way AMTs and others approach their jobs by promoting greater understanding of the human factors considerations underlying human work and error causation. 

After studying the causation of accidents using classical attribution theory, Marx (1998) found that people in aviation maintenance have certain consistencies in attribution of incidents. He proposed a set of causation conditions based on these consistencies. But before attribution can be made, the facts of the incident must be known, and how well they are known depends upon the investigation process. The investigation process itself is an active rather than a passive task, and depends intimately on human cognition. Thus, an investigator must actively choose what lines of investigation to pursue, and when to stop following each causal chain. These decisions are likely to be influenced in a dynamic manner by the number and sequence of facts discovered, as well as by any biases or prejudices of the investigator. Hence, a study of attribution of causes and blame needs to be paralleled by a study of what set of facts an investigator discovers, and what sequence is used to discover them. 

Modified Incident Investigation Models 

Based on analysis of the investigations performed by 37 participants in a baseline study, we proposed a 5-stage descriptive model of how people investigate incidents; see Figure 1, Drury et al (2000). 

Stage1-Trigger: A trigger event is where some adverse consequence of an incident causes an investigation process to begin. Some minimal amount of information typically accompanies the trigger. 

Stage2-Establishing Boundaries: This stage allows the investigator to establish temporal and spatial boundaries for the investigation. There are several important questions to ask in this stage. 

1. Discovery: How was the error or incident brought to public scrutiny? This was often given in the material accompanying the trigger event and so was sometimes absent from the investigation. The discovery events determine the end point of the period of time being investigated. 

2. Initial Event: What were the maintenance or operational events that started the sequence of events leading to the incident? This determines the early boundary to the time being investigated.

3. Initial Actors: Who were the characters in the scenario performing at least the tasks subsequent to the initial event? 

4. Return to Service (RTS) Decision: Who signed the RTS and when? This is an important part of the checking procedure for any aircraft as it represents the point at which the aircraft is officially deemed airworthy.

Stage 3-Establishing Sequence: Here, an iterative process of forward and backward search gradually fills in the events between the initial event and the investigation boundaries. The investigator tries to form a coherent timeline, while sidetracking to ask why events might have occurred. In aviation maintenance incidents, there are typically both maintenance activities and inspection activities. The investigator typically probes both the maintenance sequence and inspection sequence. 

1. Maintenance Sequence: These are primarily task events and steps accomplished by the characters, those defined by the established work procedures (e.g. work cards), and those taken in response to problems. Within the work sequence are both physical acts on and around the aircraft (e.g. removing a forward galley) and paperwork/reporting actions (e.g. signing off for the removal of the forward galley). 

2. Inspection Sequence: These are inspection items of work, which typically occur after the main work sequence (e.g. Inspector XXX checks briefly inside aircraft # YYYY and sees important system OK)

3. Contributing Factors: These are facts that may be in the sequence of tasks but are direct contributors to the incident (e.g. Airline ZZZ does not enforce shift turnover log policy, which is often ignored by AMTs and inspectors but followed by leads and supervisors).

4. Post Discovery: Facts that establish the actions after discovery, which are not the focus of current study (e.g. Aircraft # YYYY returned to service two days later). 

Stage 4-Stopping Rules: There must always be an end to any investigation, so either an explicit or an implicit stopping rule is always involved. Rasmussen (1990) discussed three main reasons for stopping: missing information, a familiar abnormal event is recognized as a reasonable explanation, or a cure is available. In the baseline study, the participants appeared to stop after finding what they considered to be a final key fact that “explained” the incident to their satisfaction. Nobody stopped at a single “cause,” perhaps because the scenarios were selected to encompass multiple causes, or because investigators know that incidents are typically multi-causal from their experience.  

Stage 5-Reporting: In this stage, facts and analysis are presented in a logical sequence, often designed to highlight potential intervention. Not all facts collected are reported, and the reported facts are not all given equal emphasis. 

More details of this model can be found in Drury et al (2001). 

Methodology

An earlier baseline study (Drury and et al, 2001) validated a simulation methodology (Woodcock and Smiley, 1999) to provide a direct measurement of how incidents and accidents are investigated in the aviation maintenance domain. The uniqueness of the methodology lies in exploring the incident investigation process by having participants investigate incident scenarios. Each scenario consists of a relatively exhaustive listing of facts about the incident. The participants ask questions and collect facts from the experimenter until they are satisfied that they have satisfactorily investigated the incident. Finally the participants gave a synopsis of the incident in their own words as a summary. 

We applied the methodology to evaluate the effectiveness of training intervention using the following logic: 

1. Human factors interventions allow the participant (e.g. AMT, supervisor) to learn the factors affecting human errors.

2. A participant who knows more about the factors affecting human error will be better able to find the causal factors in an error investigation.

3. We can measure a participant’s ability to find causal factors in an error investigation by having them investigate a scenario and measuring how many causal factors they find.

4. We can use changes in the number of causal factors found to evaluate how well human factors interventions increase understanding of human factors.

The baseline study developed six scenarios based on actual incidents at partner airlines. Each scenario was in the form of an initial trigger statement, giving 5-8 facts, plus a listing of a much larger number of facts (55-119) that participants had to discover during the interview process. Three scenarios were selected for use in the current study by removing the 3 most extreme scenario sizes. The type of information contained in each scenario was classified by type of facts for each incident scenario. For the classification, the SHELL model (or the equivalent TOMES model: Drury and Brill, 1983 which uses more familiar terms) was used. Thus the coding for each causal factor, using TOMES or SHELL models used the following categories:

TOMES
SHELL

1 = 
Task

Software

2 = 
Machine

Hardware

3 =
Environment
Environment

4 =
Operator

Liveware Individual

5 = 
Social

Liveware Other

Our sample of 32 people comprised 21 AMTs, 3 manager/supervisors and 8 quality assurance/engineering personnel. Median age of the participants was 41.7 years and median experience 18.3 years. There were significant age and experience differences between these three groups: Age:  F (2, 28) = 5.9, p = 0.007, Years as AMT: F (2, 24) = 2.2, p = 0.004, Years in Current Job:  F (2, 28) = 4.9, p = 0.015. AMTs and managers were older, more experienced and relatively stable groups with low standard deviations. In contrast, QA and engineering personnel were on the average over ten years younger, and had only a fraction of the experience and job tenure. 

Each participant was randomly given a trigger statement of one out of three scenarios and used this as the basis for their investigation. A typical trigger statement was:


“During the preflight check on aircraft #6833, Flight #1141, the crew found that there was no cockpit door in place. The cockpit door had been removed and not reinstalled during overnight maintenance to locate an under-floor leak.”

As the participant asked questions, the interviewer responded with the information requested. As each fact was requested, a code for that fact was recorded so we could analyze the order in which facts were requested. When the participants declared that they would stop the investigation, they were asked to provide a verbal synopsis of the incident, as they would in writing a report. They were asked to list the contributing factors in their synopsis. Half of the participants, a total of sixteen aviation maintenance personnel, were tested before and after training. In addition, a control group of the other sixteen participants was tested twice without a training intervention to control for any learning effect of the simulation.

Results

A Fishers exact probability test was conducted to analyze the effect of human factors training by examining whether each participant requested an increased number of facts in the second test. The human factors training course was clearly beneficial (p=0.044) as shown in Figure 2. The training group asked for 3.1 more facts in the after condition whereas the control group only requested 0.25 additional facts.  

 The number and percent of each fact type were counted and analyzed using GLM ANOVAs with Training, Before/After Test, Fact Type, Scenario Number, Job Type and their interactions as factors. Three main effects and two interactions were significant (F (1, 249)=4.47, p = 0.035) for Before/After Test, F (4, 249)=36.60, p < 0.001 for Fact Type, F (2, 249)=3.23, p = 0.041 for Scenario Number, F (8, 249)=10.01, p < 0.001 for Fact Type ( Scenario interaction, and F (2, 249)=4.41, p = 0.013 for Training ( Before/After ( Scenario interaction).

Because the interaction between Fact Type and Scenario was significant, we performed additional analyses of each fact type.  For all fact types except Social, there were significant differences between scenarios, all with p  < 0.025.  In these individual analyses, some additional significant efforts emerged: Job Type for Task Facts (p = 0.017), Before/After for Task Facts approached significance (p = 0.053), while the Training ( Before/After interaction approached significance for the Operator facts (p = 0.059).  All of these showed similar patterns of results to the overall analysis in Figure 3. Job Type made a difference in the number of facts requested. The QA/engineering participants asked for more facts (over 26 on average) with AMTs and managers asking for fewer (18-20 facts on average).

As in the baseline study, to test for the order in which facts were investigated, we used the fact that the scenario fact tables were organized in approximately chronological order, although side branches (e.g. operator demographics) were not in any time order. Thus any positive correlation between the order of listing and the order of asking for each fact was a direct test of whether the participant investigated that scenario in chronological order. Figure 4 shows a histogram of all 34 ( 2 = 68 correlation coefficients obtained in this way. The mean of this histogram is significantly positive at 0.25  (t = 5.60, p < 0.001). Of the 68 correlation coefficients, 22 were significantly positive at p = 0.05 and only one significantly negative. Thus, to some extent, people investigate incidents in a chronological order, i.e. from the origin towards the outcome, rather than backwards from effect to cause, as Rasmussen (1990) suggested. 

Discussion

Much previous effort has been focused on analysis of the causes of errors (e.g. Marx, Hollnagle and Schmidt, 2000). These analyses ultimately depend for their validity on whether or not the appropriate set of facts was collected by the investigators. Researchers and safety practitioners agree that it is also useful to investigate incidents where the outcomes are less severe than accidents.  The usual assumption is that the same causal factors are involved in both accidents and more minor incidents, so that prevention of the more common incidents will help prevent the extremely rare accidents.  This assumption has been tested recently in the U.S. Navy (Schmidt, 2000) and found to be realistic.  If all agree that incidents should be investigated to reduce accidents, then it behooves the whole aviation community to optimize the process of incident investigation.  The current study helps this optimization.

Data not collected cannot contribute to understanding, and hence, cannot improve on safety.  Also, as the investigation proceeds, missing one key fact could well cause the investigator not to even look for related facts.  The current study has again emphasized the point that data is often just not collected.  In the baseline study, we found that only about 20% of the available facts were even requested from each scenario and only about a quarter of these made it through to the investigator’s synopsis of the incident.  Even in the best case from the baseline year, only about a third of available facts were uncovered in our scenario investigations. As Figure 2 shows, significantly more participants improved (i.e. collecting more facts in after test) in the training group than in the control group.  Hence, at an overall level, the Human Factors training program does measurably improve a person’s ability to investigate incidents (i.e. thoroughness).  This validates our logic of linking training to understanding of human error to a person's ability to investigate an incident. 

Another objective has been to determine more closely how people perform incident investigations, and to use this knowledge to help improve the investigation process.  Only one of the 21 AMTs had ever been involved with investigations, and none of the three managers had. Five of the eight QA personnel had been involved in investigations. Compared to the baseline sample, this group was far less experienced in investigation.  The ages of the two groups were not different, but the current group had greater experience and job tenure. Except for our QA/engineering sample, the current participants were generally not the people who investigate incidents as part of their jobs. This lack of investigation experience had two major effects on the study.  First, it was more difficult to find volunteers.  Some of this hesitancy was due to pressure of work, but at least part of it was due to reluctance by potential participants to expose themselves to an experience for which they felt they were not well prepared.  This leads to the second major effect: difficulty in performing the investigation.  While participants tried to be helpful to the experimenters, it was clear that some had difficulty with such a novel task.  One conclusion has been drawn clearly here and in our earlier study, that people with more expertise collect and report more facts.  It is suggested that the methodology was not a particularly good match to the evaluation of a training program populated by largely inexperienced investigators. Similarly, we know from many other studies (e.g. Taylor, 2000) that the human factors training intervention does significantly impact attitudes, behavior and (as part of a larger intervention) safety performance.  Our conclusion here is that an effective methodology (investigating incident scenarios) when used to test a significant intervention (human factors training) produced significant results, but lacked sensitivity. 

Our five-stage investigation model, Figure 1, makes definite predictions that are testable on the data collected.

1. Investigators will start by exploring the boundaries (Stage 2), concentrating first on the initial and final facts in each scenario.

2. For most of the investigation (Stage 3) the facts will be requested in a generally time-ordered manner, albeit with sidetracks to examine potential causal factors.

3. In order to establish the sequence of events and the main actors, Task and Operator facts should predominate.

We need to note that while the five-stage model may describe most investigations, the actual facts of the scenario will cause different aspects of the model to be emphasized. This was shown by the highly significant interaction between Fact Type and Scenario (p < 0.001).  Such finding reinforces the assertion that incident investigation has a considerable “bottom-up” component in its structure.  Investigators may indeed have a top-down general structure in mind when they start the investigation, but the facts of the case will lead them in different directions.  It is thus invalid simplification to assume that the fact-finding phase can precede the analysis phase, as was done in earlier models.  As our five-stage model shows, fact-finding and analysis are inextricably linked in investigation.

Acknowledgments

The project described in this paper was supported by the Office of Aviation Medicine (AAM-240) and Flight Standards Service under Contract #DTFA01-94-C-01013, Federal Aviation Administration. 

References
    Drury, C.G. and Brill, M. (1983). Human Factors in Consumer Product Accident Investigation. Human Factors, 25.3, 329-342.


    Drury, C. G., Richards, I., Sarac, A., Shayhalla, K. and Woodcock, K. (2000). Measuring the Effectiveness of Error Investigation and Human Factors Training (Phase I). Washington, D.C.: Office of Aviation Medicine, FAA. 

    Drury, C. G., Jiao Ma, Richards, I., and Sarac, A. (2001). Measuring the Effectiveness of Error Investigation and Human Factors Training (Phase II). Washington, D.C.: Office of Aviation Medicine, FAA.

    Hollnagle, E. (1997).  CREAM-Cognitive Reliability and Error Analysis Method. New York: Elsevier Science.

    Marx, D. (1998). Discipline and the Blame-Free Culture. Proceedings of the 12th Symposium on Human Factors in Aviation Maintenance. London, England: CAA, 31-36.

    Rasmussen, J. (1990). The Role of Error in Organizing Behavior. Ergonomics, 33.10, 1185-1199.

    Reason, J. (1990). Human Error. Cambridge, U.K.: Cambridge University Press.

    Taylor, J. C. (2000). Reliability and Validity of the Maintenance Resources Management/ Technical Operations Questionnaire. Intl Journal of Industrial Ergonomics, 26(2), 217-230.  
      

    White House Commission on Aviation Safety and Security (1997). Gore Commission Report.





    Woodcock, K. and Smiley, A. (1999).  Developing Simulated Investigations for Occupational Accident Investigation Studies.

Prepublication Draft.

Figure 1.  The Five-Stage Model of Investigation
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Figure 3.  Types of Fact Requested for the Three Scenarios
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Figure 2.  Improvement From Before to After for the Human Factors Training Group and Control Group 
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Figure 4.  Distribution of Correlations Between Fact Order and Order of Requesting Facts: A Positive Correlation Indicates a Time-ordered Investigation Sequence
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