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Abstract

We used a simulation methodology to provide a direct measurement of how incidents and accidents are investigated.  Thirty-seven aviation maintenance personnel with incident investigation experience investigated are six incident scenarios that we developed from actual maintenance incidents.  Using a methodology developed by Woodcock and Smiley (1999), participants were given a brief incident description and had to question the experimenter to determine how the incident happened.  We counted the number and types of information requests, and recorded their sequence.  Based on the sequence data we propose a five-stage model of incident investigation.  An initial trigger initiates an interactive data collection/ data analysis period, starting by determining spatial and temporal boundaries then investigating in a somewhat sequential manner.  A stopping rule is used to determine when to stop investigating and begin the final reporting stage.  The number of facts considered grows during the investigation stage, but then decreases at the reporting stage.  Thus, basing recommendations on the reports of incidents may not consider all causal factors.

Introduction


Continuing error reduction, particularly for human errors, has been a goal of the Gore Commission report  (White House Commission on Aviation Safety and Security, 1997) and National Transportation Safety Board. Maintenance errors have been assuming greater prominence over the past several years, since reducing the number of such errors would lead to a continued reduction in accident rates. Only recently (Marx, 1998) have airlines and repair stations begun to address common latent failures, such as poor equipment and procedures, which underlie a whole set of incidents. All incidents are unique, but their active and latent failures often exhibit common patterns going well beyond the “who is to blame” finding (Wenner and Drury, 1997). 


This study uses a novel methodology for studying how people investigate incidents and accidents.  After being given a short paragraph describing the incident, participants must request facts from the experimenter to “investigate” the incident.  From the number and type of facts requested, we can analyze how thoroughly people investigate incidents. 

Incident Investigation Models

In the investigation process we have combined previous research and practice recommendations to characterize the 

process into four phases: triggering, data collection, data analysis and the data reporting. 

Trigger: An incident will only be investigated if the external results of the incident trigger some action.  Given a triggering event, the magnitude of the consequences of the error often determines the way in which the investigation is carried out. 

Data Collection:  Typically, investigation procedures are described in legalistic terms rather than human factors terms. Investigators are exhorted to “follow all leads.”  Most texts (Hammer, 1989, Chapter 15; Ferry, 1981, Chapter 3) concentrate on the physical methods of accident investigation, for example on how to preserve evidence, how to photograph the accident scene, or how to interview accident participants and witnesses. 


A major determinant of the quality of the whole investigation process is the depth to which the incident is investigated. Rasmussen (1990) uses the term “stop rule” to describe the decision criterion that the investigator uses to determine when “enough” data has been collected. Rasmussen (1990) notes that investigations stop when the analyst finds a sequence of events that matches a familiar prototype. He sees three reasons to stop: where information is missing, where a familiar abnormal event is recognized as a reasonable explanation, or where a cure is available and familiar to the investigator. 

Data Analysis:  Analysis depends upon the investigator’s model of the incident generation process. It attempts to find plausible sequences that fit the known facts. Reason’s (1990) book uses a classification of errors into slips, lapses, mistakes and violations all based ultimately on an information processing model, such as those of Norman (1980).  In a post-accident study, Wiegmann and Shappel (1997) used several models of human error to successfully classify about 90% of the error events in a naval aviation accident database.

Reporting:  Like data collection and analysis, reporting involves a selection of facts as well as the formation of a coherent structure for the data considered. Traditional texts on accident investigation (e.g. Ferry, 1981, Chapter 16) contain direct advice on reporting. The five essential elements of the report are defined by Ferry as facts, analysis, conclusions, recommendations and summary (page 209). “Facts should be presented in a logical sequence, stressing those which bear on the mishap process and cause of the mishap.”  The analysis section is “a place to order and analyze the facts” (all from Ferry, 1981, page 209). The primary result of the reporting phase is a reduction in the amount of data made available. Unless the investigation is extensive and highly regulated (e.g. NTSB) then the raw notes and evidence are rarely included in the report. Thus, some active data reduction process is always taking place at the reporting phase.

Methodology


Woodcock and Smiley (1999) have reported a usable methodology, albeit in a different domain, and quote others who have used similar techniques in other domains. A short scenario is presented to each participant who must ask questions of the experimenter until satisfied that the incident has been satisfactorily investigated. Torell and Bremberg (1995) used a similar idea to study attribution of injury blame in home accidents. 


We first had to develop suitable incidents for participants to investigate.  The raw material for the incidents was chosen from existing incident reports at partner airlines. Six incidents were chosen and developed into scenarios. 

Participants were recruited from available personnel at a variety of airlines and aircraft repair stations, and from professional aviation incident investigators. Four different participant groups were tested to determine whether there were differences between organizational levels and investigation experience within the organization as follows: 

1. Aviation Maintenance Technicians 

2. First-line supervisors and managers, from maintenance or Quality Assurance

3. Quality Assurance personnel, typically those charged with incident investigation

4. Professional aviation incident investigators not affiliated with a particular airline or repair station

Our sample of 37 people had 5 technicians (AMTs), 3 supervisors/managers, 21 QA investigators and 10 professional investigators.  Median age of the participants was 43.5 years and median experience 17.7 years, both slightly above industry population data. Each participant was given a brief synopsis of a scenario and used this as the basis for their investigation. A typical trigger statement was:

“During the preflight check on aircraft #6833, Flight #1141, the crew found that there was no cockpit door in place. The cockpit door had been removed and not reinstalled during overnight maintenance to locate an under-floor leak.”

As the participant asked questions, the interviewer responded with the information requested. As each fact was requested, a code for that fact was recorded so that we could analyze the order in which facts were requested.  When the participants declared that they would stop the investigation, they were asked to provide a verbal synopsis of the incident, as they would in writing a report. They were asked to list the contributing factors in their synopsis.

Results


Facts were classified by type, using a classification into Task, Operator, Machinery, Environment and Social (TOMES: Drury, 1990).  The number and percent of each fact type were counted and analyzed using GLM ANOVAs with scenario number, TOMES type and their interaction as factors, and Job Type as a covariate. Both main effects and the interaction were significant (F(4, 149) = 85.8, p < 0.001 for TOMES, F(5,149) = 4.5, p = 0.001 for Scenario and F(20,149) = 8.1, p < 0.001 for the interaction), as was the covariate of Job Type (F(1,149) = 4.49, p = 0.036). The pattern of facts by fact type is given for each scenario in Figure 1. Note that most of the facts sought by participants were Task facts as these established what activities were performed in what order in the scenario. Machine facts were not investigated in great numbers, except for Scenario 4 where a piece of equipment (the tow bar) failed, a major cause of the incident. Social factors were investigated strongly in Scenarios 2 and 3 where multi-person cooperation (or lack of it) was a key issue. Operator facts were investigated consistently across scenarios. Environment factors were of little interest to participants except in Scenario 4 where the tow bar failed in darkness at a gate with a tight space for maneuvering. 


In this analysis the covariate of Job Type was significant but the size of the effect was small except for professional investigators. AMTs investigated an average of 5.2 facts of each type, while managers investigated 5.3, QA investigators 5.4 and professional investigators 6.4.  There do appear to be different levels of thoroughness of investigation.


The number of facts investigated by fact type correlated quite well with the number of facts of each type in the synopses (r = 0.72, p = 0.16).


To test for the order in which facts were investigated, we used the fact that the scenario fact tables were organized in approximately chronological order. Thus any positive correlation between the order of listing and the order of asking for each fact was a direct test of whether the participant investigated that scenario in chronological order. Of the 37 participants, 17 were significantly positive and only 2 significantly negative. A t-test of the correlation coefficient distribution showed that the mean (0.31) of the distribution was positive (t = 4.7, p = 0.001).   Thus to some extent, people investigate incidents in a chronological order, i.e., from the origin towards the outcome rather than seeking backwards from effect to cause, as Rasmussen (1990) suggested.

Discussion: An improved model of Incident Investigation


On the basis of our data collection and analysis on this project we had to modify our earlier four phase model to give a more accurate representation of what actual investigators do.  Two of our four Phases  (Trigger and Reporting) were well supported by the study.  Investigators were constrained to use a Trigger, here the trigger paragraph of the scenario, so that it is hardly likely that our data would not support this phase.  The Data Collection and Analysis phases could not be separated in our study, and indeed it is doubtful whether they ever can in practice.  Initial hypotheses are formed, data is collected to test these hypotheses and new analyses performed based on the outcome.  This is an iterative process, as indeed it is for all social processes.  For example, Fiske and Taylor (1984) discuss information seeking as a social strategy to reduce uncertainty of attribution (pages 33, 107).  Thus if we must describe the process of incident investigation rather than merely prescribe it, we need to remove the temporal distinction between Data Collection and Analysis and treat them as two steps in an iterative loop rather than as distinct phases.  


Figure 2 shows our revised model of incident investigation, concentrating on the replacement for the Data Collection and Data Analysis phases originally proposed.  After the trigger stage is the exploration of the boundaries of the system under study.  This is primarily a temporal exploration, as the spatial boundaries are largely implicit, e.g. the hangar or the departure gate.  In this Boundary Stage the investigator extends the information from the Trigger to help structure the rest of the data collection and analysis, so that in one sense this stage provides a logical bridge to the Sequence Stage.  


The Sequence Stage is where the investigator collects data in a more-or-less chronological order, as we found occurred significantly, starting with Work Sequence and continuing to Inspection Sequence.  At times this process must also proceed in reverse as the investigator attempts to reconstruct the incident from both temporal boundaries. In a heavily regulated industry such as aviation maintenance, there are procedural barriers (c.f. Reason, 1997) to error propagation in the form of independent inspection procedures.  These are well known to all participants, so that they can deduce that this is a barrier that must logically have failed for the incident to occur.  Thus, many investigators approached their data collection from both ends, although the temporal ordering predominated.


The Stopping Rule Stage was not requested explicitly.  Participants stopped when they had either reached a point that would satisfy their superiors or would be inherently satisfying to themselves.  As Rassmussen (1990) put it, they had found a sequence of events that “matches a familiar prototype”.  We found no evidence that would contradict such a statement, but then we did not ask for it.  


Our final Stage of Reporting remains from the model originally proposed, perhaps because we asked for a synopsis explicitly.  In the synopsis, participants listed the facts and inferences they found most relevant or explanatory.  This comprised a much reduced set of facts from that considered in the data collection stages, showing that not all investigation material was considered relevant beyond the investigation.  We found no evidence of selection bias, in that some types of fact were suppressed or forgotten.  The pattern of fact types retained in the synopsis was almost an exact reflection of that collected in the previous stages.  


Overall, the average numbers of facts considered at each stage showed a great expansion from the Trigger stage to the combined Boundary / Sequence / Stopping stages and then a drastic reduction at the Reporting stage (Figure 3).  Information in incident reports thus represents only a fraction of the facts found by the investigators, and only a fraction of the facts available to the investigator, although we found no evidence that it was a biased selection.  Making operational recommendations based on incident investigation reports may not capture all of the possibilities.
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Figure 1. Facts requested by Scenario and Fact Type 
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Figure 2: Proposed Model of Incident Investigation
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Figure 3.  Number of Facts by Stage of Investigation
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