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INTRODUCTION

The 12th Human Factors in Aircraft Maintenance Conference was the first of this long-running 
series to be held in Europe. Some 300 personnel from 140 companies and organizations in 24 
countries attended during the 4 days of the meeting and heard 21 papers presented by speakers from 
Europe and North America.

But the statistics only tell part of the story. With meetings of this nature, much of the value is gained 
through the discussions which take place outside the main conference, in bars and quiet corners. 
Unfortunately, we cannot reflect these discussions in this document. What we have tried to do is 
ensure that the papers presented are reproduced  here to act as a reminder for those who were 
present, an opportunity to learn for those who were not, and a reference work for all.

On a personal note, the CAA organizing staff would like to thank everyone who participated in the 
conference, whether as speakers, session chairs or delegates, for their help and co-operation during 
the event.

This was the first of the series to be held in Europe, but we hope it will not be the last. The topic will 
remain, in one form or other, a subject of importance and a major factor in the continuing battle to 
raise the standards of safety for air travelers everywhere. The opportunity for professionals to meet 
and confront their common problems, exchange ideas and then return to their workplace better 
equipped to implement the solutions is of enormous value. We hope that this conference contributed 
to the process.

Fiona Belton 
Conference Organizer
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1.0  SYMPOSIUM OPENING REMARKS

Donald B Sherritt 
  Transport Canada

Good morning ladies & gentlemen… it gives me great pleasure to welcome you to this 12th Annual 
Symposium on Human Factors in Aviation Maintenance. 

I am pleased to see how this symposium has grown over the years into an international event. An 
event where aviation maintenance experts from many countries can get together to share experiences 
and focus on how human factors affect our world.   It is quite fitting that the first truly multinational 
Human Factors in Aviation Maintenance symposium be held here, in the United Kingdom, one of 
the busiest aviation hubs in the world.  This particular conference holds great promise.  With 
international speakers representing all facets of the aviation industry, the benefits to be derived from 
bringing people together and offering up the latest information are immeasurable. 

I’m sure most of you have gritted your teeth at recent news articles with doomsday predictions of 
aircraft falling from the sky.  Safety forecasters are predicting that if the accident rate remains at the 
present level, by the year 2010 we could have a major hull loss every week.  At the recent 
symposium on “Technology and the Flight Deck” held in Vancouver, I was particularly impressed 
by the remarks of Pierre Jeanniot, Director General of IATA.  He reminded us that with the 
anticipated growth in air traffic, we may have to halve the accident rate just to keep the total 
numbers where they are today.  He also made the point that perception is everything. The public is 
not likely to respond favorably to reassurances that the system is statistically safe.  They are far more 
likely to be moved by the images they see on the six o’clock news.

Should we be concerned about these dire predictions? The answer of course, is yes. If we lose the 
confidence of the flying public, we will not only feel the effects directly in damaged business. There 
will also be indirect effects as regulators are faced with pressure to respond with overly restrictive 
counter measures. 

In reality, the system has never been safer, and the trends are all in the right direction. To take the 
Canadian situation, 1996 was an exceptional year for aviation safety, with 19% fewer accidents and 
52 % fewer fatalities, than the previous five year averages. Nevertheless, Transport Canada 
recognizes that if we’re to prevent these frightful predictions from becoming a reality, we must find 
new ways to achieve more ambitious safety goals. Attention to the role of human error in 
maintenance seems to be one of the most promising ways to do that.

Even without the impetus of increased air traffic, we would have been turning our attention to 
maintenance and human factors. Since the introduction of jet transports in the fifties, we have been 
continually improving the technological side of the equation, and we are now into an area of 
diminishing returns. It’s only natural that we should turn our attention to the human element. Human 
performance on the flight deck has been a concern for a several years now, culminating in the 
acceptance of Cockpit Resource Management initiatives. 

We have come to realize that maintenance personnel are subject to similar pressures. Transport 
Canada does not however, subscribe to the belief that a slightly altered version of CRM can provide 
an easy fix for maintenance errors. Instead, we want to work in partnership with the industry to find 
new ways to resolve these problems, tailored to the maintenance environment. 
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Maintaining aircraft is a complex business, and anything we can do to eliminate complications and 
reduce stress will be beneficial to all.  Modern technology has brought new pressures, some that that 
our aviation forebears never had to deal with, others oddly familiar. Each new design requires 
advanced training for the manufacturing and maintenance personnel who will build or repair it. But 
some of the new technologies, computer software and composite repair for example, do not lend 
themselves readily to inspection after the fact. Much as with the tradesmen of old, we are forced 
back into reliance on the integrity of the practitioner. Back to reliance on the human factors.

Forums such as this provide members with an opportunity to share timely and accurate information. 
We should also use the time to discuss how we can jointly improve public confidence in our ever-
expanding industry. No doubt you are all, like me, looking forward to the various speakers who, I am 
sure, will offer lessons we can all learn from. Your varied backgrounds, experience, and expertise 
will be of great value to all of us participating this week. 

I would like to thank our regulatory colleagues from the UK, the Civil Aviation Authority, for their 
efforts in hosting this symposium. And finally, on behalf of the Director General of Civil Aviation in 
Canada, I am pleased to accept the challenge to host the 14th Annual Human Factors in Aviation 
Maintenance symposium in the Year 2000. All of you will be apprised of the details once they are 
finalized.

I wish you an enjoyable three days, and look forward to seeing you again at next year’s symposium, 
and again, in Canada two years hence.

I would like now to give the floor to Mr. John Goglia, of the National Transportation Safety Board of 
the United States of America.
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2.0 HUMAN FACTORS IN AIRLINE MAINTENANCE:  
PAST, PRESENT, AND FUTURE

William B. Johnson, Ph.D. 
Galaxy Scientific Corporation 

Advanced Information Technology Division

This paper offers a historical perspective on human factors with the primary emphasis on the 1990s 
and the progress industry and government have achieved in airline maintenance human factors. 
While aviation-related human factors finds substantive roots back to the 1940s, it took nearly 50 
more years for the term “human factors” to become a common term to airline maintenance 
personnel. The paper reviews the recent ten-year history since the FAA mounted a concerted effort 
to apply research and development to pragmatic issues in aviation maintenance. The FAA research 
team, working with the international airline community, has created procedures, software, and 
guidance that are now applied daily to enhance human performance and to ensure continuing safety. 
Finally, the paper forecasts the next ten years of maintenance human factors activity. 

INTRODUCTION

This paper has the goal of reviewing the history of human factors with major emphasis focused on 
the past ten years of research and development applied to airline maintenance. The paper uses the 
past decade, from 1988 to 1998, to forecast maintenance human factors activities for the first decade 
of the 21st century.

The best way to review the past decade of progress in airline maintenance human factors is to review 
agendas and presentations from the semi-annual and annual FAA-sponsored meetings addressing 
human factors in aviation maintenance and inspection. We shall look at who has participated and 
how presentation themes have evolved. The FAA human factors research program activities are also 
an excellent means to “take the pulse” of the industry. We shall review that research and offer an 
assessment of the impact of the research.

Definitions and Models

The industry has evolved to a level where the “definition of human factors” is not a necessary title 
for a conference presentation. However, even today, definitions are a function of  whom you ask. 
Some would readily offer the opinion that human factors is “maintenance resource management.” 
Others cannot avoid the vision of a “bearded guru” facilitating “feel good sessions” and then 
reporting the results in scientific psychobable. There may be validity to both definitions. Many argue 
that human factors is the study of the human at the center of a given system… that human factors 
address human capabilities and limitations to minimize error and maximize performance. There are a 
variety of disciplines associated with human factors, including but not limited to, industrial and 
safety engineering, organizational and educational psychology, cognitive and computer science, and 
more.1,2 

The approach to understanding and applying human factors can be simplified using a model. The 
SHEL model, developed in the ‘60s by E. Edwards, may be the most common model discussed in 
aviation human factors circles3. However, this author suggests an easier to understand model 
developed by Dr. Michael Maddox for a maintenance human factors course that we offer. The PEAR 
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model is a means to consider human factors within any organization or context. As we consider the 
past, present, and future direction of human factors, the PEAR works. 

Human factors analyses must first consider the human (People). Studying People includes such 
factors as the following: size, mental and physical capability, attitude, training, age, adaptability, and 
other such characteristics. It is imperative to understand People in order to proceed with good human 
factors analyses. E stands for Environment in which People work. The Environment is not limited to 
such physical measures as temperature, humidity, noise level, and illumination, but also to the 
organizational environment including such factors as labor contracts, management-worker 
cooperation, and workplace communication. A is for Actions which People perform in the 
Environment. Actions describe what the human must do to complete the variety of daily work tasks. 
Formalized methods for job task analysis (JTA) are important tools that human factors professionals 
use to define Actions. JTA results help to create precise specifications for hiring, training, designing 
equipment and information, and determining all critical aspects of job performance. Finally R is for 
the Resources that are necessary for People working in a defined Environment to perform Actions. 
Resources include such things as tools, computers, information, other people, time, and more. PEAR 
works well to understand and address all issues related to human performance in maintenance. It 
even works to consider the history of human factors. 

THE PAST

Human Factors from the Beginning of Time

With “tongue in cheek” we contend that at the very start of creation, a form of the PEAR model was 
considered. The human was “designed” to be compatible with and/or adaptable to the Environment 
of earth. The design/evolution of humans had to consider the Actions the human would be likely to 
perform and the Resources likely to be available. The Creator had an advantage over those of us 
working in maintenance human factors; He had generations of time for the human to evolve. We, on 
the other hand, strive to eliminate and mitigate human error in maintenance at work, immediately! 
While the “beginning of time” story has reasonable validity, it was not until the 1900s that the 
human began to fly and maintain heavier-than-air aircraft. Thus, we shall jump ahead accordingly.

Human Factors in the 20th Century

While some 747 captains will say that human factors began with glass cockpits, the industrial 
revolution is a more likely initiating event for the study of human factors. A variety of sources would 
contend that human factors, as a formal science, started somewhere near the turn of the century. Two 
industrial engineers, Frank and Lillian Gilbreth, applied a formal task analytic approach to raising 
the efficiency of surgeons.4 The classic example of the surgeon requesting scalpel and the assistant 
repeating the request and providing the scalpel is an early example of human factors at work. This 
procedure permitted the doctor to concentrate on surgery rather than on finding the correct 
instrument. The verbal challenge- response, of course, is used in all cockpits today. Incidentally, 
today the scalpel is likely to be a laser beam, yet human factors personnel continue to study the 
performance of medical professionals.5

THE PRESENT

By 1910, the U.S. Army was conducting pilot selection and accident investigations based on pilot 
medical factors. Therefore, it is the field of medicine that may deserve the claim to the first formal 
study of human factors in aviation. Of course, it can also be reasonably argued that inventors from 

Page 2 of 9NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



Leonardo DaVinci to the Wright Brothers considered all items in the PEAR model. Icarus, 
unfortunately, failed to consider Environment during any human factors analysis he may have 
conducted.

Military aircraft production drove much of the early consideration of human factors.6 During the 
‘40s military aircraft were in heavy production throughout the world, driven by WWII. 
Investigations during the war lead to the conclusion that cockpit design was a problem. The original 
design, and between-model modifications to displays and controls, caused the pilot to commit errors. 
The term “engineering psychology” emerged in the ‘40s with the focus on designing aircraft with an 
improved match to the capabilities and limitations of humans. At a minimum, the early engineering 
psychologists had to ensure standardization of displays and controls (a.k.a., knobs) within and 
between aircraft types. The attention to knobs and dials, by the way, resulted in the somewhat 
humorous term “knobology,” which is indeed a small and ongoing subset of human factors.

In the late ‘40s and ‘50s, professional societies of human factors engineers and psychologists formed 
the Ergonomics Research Society (1949 in the U.K.) and the Human Factors Society (1957 in the 
U.S.) In 1995 the Human Factors Society evolved to the Human Factors & Ergonomics (HF&E) 
Society, thus encompassing all physical, physiological, and cognitive aspects of the human in any 
given system. Today the HF & E Society has over 5,000 active members throughout the world.

Maintenance human factors began receiving attention in the early ‘50s at Wright Air Force Base in 
Ohio. Researchers there focused on such aspects as selection and training of maintenance personnel. 
Even then researchers were lamenting the growing complexity of aircraft and the associated 
electronics equipment!

Human factors research evolved substantially from the ‘60s through the ‘80s. Manned space flight 
research made significant contributions to formal studies of the human in the system. While the 
PEAR model was not formally used all aspects of PEAR were applicable. The design of the complex 
fighter jets introduced increasingly complex aircraft and weapon systems that could easily overload 
human processing capability. The importance of the situation awareness was highlighted, not only by 
the military aircraft, but also by a few famous commercial incidents and accidents. In other 
industries, such as nuclear power electric generation, many examples of human error taught us that 
humans sometimes did not fully understand the complex systems that they were “controlling.” 

Critical incidents like the aircraft accidents at Tennerife (1977), the United DC8 fuel exhaustion 
accident off the Oregon coast (1978), and the nuclear plant Three Mile Island (1979) focused 
considerable attention on the study of human factors, such as training, communication, procedures, 
situation awareness, and crew resource management. Research, development, and products have 
evolved as a result of these accidents. 

In 1988 the Aloha Airlines 737 encountered the famous “convertible aircraft” phenomenon. This 
accident placed focus on the aging aircraft fleet, but just as much attention was focused on 
maintenance human factors. The Aloha Accident report identified numerous human factors issues 
including, but not limited to, training, use of procedures, and use of a manufacturer’s service 
bulletins.7 

In 1988 the U. S. Congress passed the Aviation Safety Research Act (PL 100-592).8 Within that law 
was the expressed intent to study all aspects of human factors in aviation safety including human 
factors in maintenance. That Act, and the associated ongoing funding, without doubt, has had the 
single greatest impact on the current international airline and government attention to human factors 
in airline maintenance. Since 1988, the FAA Office of Aviation Medicine has invested an average of 
$1.25M per year on maintenance human factors research and development. The FAA R&D has been 
matched by considerable aviation industry services and participation in-kind. The success story of 
the research program constitutes the next subsection of this paper.
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Human Factors: Current Status Since 1988

The Aviation Safety Research Act, ten years ago, initiated funding to the FAA Office of Aviation 
Medicine to conduct maintenance human factors research. However, soon the three-legged stool of 
government, operators, and manufacturers combined intellectual and fiscal resources to enhance the 
maintenance research program. From the very inception of the program, the FAA knew that 
“research” was not the goal…pragmatic results and recommendations were the goal. The research 
tasks described within this section, therefore, are the pragmatic results of a coordinated effort of 
government and industry. It would require more pages than this paper will allow to describe all of 
the activities and products of the research program. Instead a few major categories and projects shall 
be highlighted. 

Conferences on Human Factors in Airline Maintenance and Inspection

“I personally am very excited about the fact that people are willing to spend their valuable time to 
get together and talk about something which, it is fair to say, we know little about [Maintenance 
Human Factor]. We in the FAA are not sure where this interest will take us, but most likely to 
somewhere that we would rather be compared to where we are today. Because of the lack of maturity 
of the subject matter, as some might say, we are in a position where we might be able to make 
significant contributions to aircraft maintenance and aviation safety with a fairly modest investment 
of time and resources. It will be exciting to be a part of this activity.”

Anthony J. Broderick

FAA Associate Administrator for Regulation and Certification

To an audience of 40 at the first Workshop on Human Factors in Maintenance and 
Inspection, October 1988 

An excellent means to assess the past ten years, or current status, of human factors in airline 
maintenance is to use the FAA maintenance human factors workshop attendance, type of 
participation, and presentation topics as a measure of progress. 

The first meeting, ten years ago, attracted 40 participants, of which 14 were speakers. There was no 
non-U.S. international participation in meeting. By 1997 international participation had grown to 
nearly 50 of the total 294 attendees. The coordination between FAA, ATA, and Transport Canada for 
1998 is an important and clear message that the industry and governments worldwide have 
recognized the value of these workshops. And, as an industry, we know much more than Mr. 
Broderick rightfully predicted ten years ago.

Table 2.1  FAA Conferences on Human Factors in Maintenance and Inspection

Meetings  Attendees Presenters

Year Title Location US Intl. Gov. Academic Industry Consultant

1988 Human Factors Issues in 
Aircraft Maintenance & 
Inspection

Washington, DC 40 0 3 4 6 1

1989 Information Exchange and 
Communications

Alexandria, VA 78 4 4 2 6 3
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As one reviews the topics and agendas since 1988, it is clear that concepts proposed and presented in 
the early days are success stories of the later conferences. One example is the industry’s request for 
applied maintenance human factors research. Conference attendees requested wide-spread 
dissemination of FAA research data. The result was the print publication of all program documents 
from the very start of the program in 1988. The materials and software were published and 
distributed, on CD-ROM, starting in 1991 and on an annual basis since that time. In fact, the FAA 
CD-ROM was the only reason for airline personnel to require CD-ROM players in the early ‘90s. 
The 1998 conference marks the distribution of the 7th FAA CD-ROM on Human Factors in 
Maintenance and Inspection—About 14,000 CD-ROMs have been distributed worldwide. The FAA 
maintenance human factors research program is one of the few programs that successfully 
accomplished the goal of wide-spread distribution of technical publications and software programs. 

1990 Training Issues Atlantic City, 
NJ

92 4 3 4 5 5

1990 The Aviation 
Maintenance Technician

Alexandria, 
VA

74 5 6 1 7 0

1991 The Work Environment 
in Aviation Maintenance

Atlanta, GA 66 8 2 4 4 4

1992* Maintenance 2000 Alexandria, 
VA

95 8 2 0 6 2

1992* Science, Technology, 
and Management: A 
Program Review

Atlanta, GA 85 18 3 8 3 5

1993* Trends and Advances in 
Aviation Maintenance 
Operations

Alexandria, 
VA

79 10 1 1 11 3

1994* The Human Factors 
Guide

Albuquerque, 
NM

70 13 0 1 1 10

1996* Maintenance Performance 
Enhancement and 
Technician Resource 
Management 

Alexandria, 
VA

141 36 5 5 9 4

1997* Human Error in 
Maintenance 

San Diego, 
CA

246 48 3 4 9 4

* Preregistered only. Actual registrants were approximately 40% more.

Advanced Technology Training

Participants at the 1988 meeting asked the FAA to explore advanced technology training, create 
computer-based training prototypes, and make recommendations regarding best use of such 
technology. The research program built numerous prototypes over the past ten years. More 
importantly, key research team members cooperated with the ATA Maintenance Training Committee 
to define and demonstrate such concepts as intelligent tutoring systems, smart simulations, and other 
types of distance learning. Example systems, designed and built in cooperation with airline or 
manufacturer partners include the following: the Boeing 767 environmental control tutoring system, 
with Delta Air Lines; the Aircraft Maintenance Team Training, with Lockheed-Martin Aerospace; 
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the System for Training Aviation Regulations; and the Web-based Maintenance Resource 
Management Trainer (www.hfskyway.com). All of these systems were widely distributed to the 
aviation industry 

Human Factors Information

The first meeting elicited a request for publications that were written for aviation maintenance 
managers. The goal was to produce useful documents for the airline maintenance community. Of 
course, the materials are useful to general aviation maintenance personnel, to regulators, and also to 
students in human factors programs. Examples of these products include the Human Factors Guide 
for Aviation Maintenance9 and the Human Factors in Aviation Maintenance and Inspection Website 
(HFAMI). The third edition of the Guide is completed for this meeting. The HFAMI Website, 
operational since 1995, has had over 1.3 million hits, of which 1 million were after January 1997. 
The Website has won national Web awards and sets a standard for other government research 
programs.

Job Aiding for Maintenance and Inspection

Job aids usually capitalize on small computers to support workers. Typically job aids provide 
information and/or business process automation. Numerous job aids were developed and delivered to 
industry and government as part of the research. Examples of these systems include an automated 
Coordinating Agency for Supplier Evaluation system (CASE), a Document Design Aid (DDA, 
distributed on the 1998 CD-ROM), and the On-line Aviation Safety Inspection System (OASIS). 

OASIS is an FAA research success story of the ‘90s. The system evolved from a small research 
prototype, called the Performance ENhancement System (PENS), to a major full-scale 
implementation for all FAA aviation safety inspectors worldwide. OASIS offers the inspector nearly 
all documents and access to databases necessary to complete FAA inspector responsibilities. The 
system is fielded to nearly 800 inspectors and 1,300 more units will be deployed in 1998. An 
extensive effort of user-centered design ensured a very useable system that received wide-spread 
user acceptance. The system was fielded properly with extensive user training and telephone service 
support. The PEAR model best describes the complete human factors analyses that was used to 
specify, create, deliver, and support OASIS.

THE FUTURE: FORECAST FOR MAINTENANCE HUMAN FACTORS

For this paper we shall look ahead five to ten years, since that will be most helpful as we conduct 
current projects and plan for the future.

It is reasonable to expect that airline maintenance human factors activities will accelerate over the 
next ten years. This projection is founded in the fact that the past ten years has introduced and 
educated much of the airline industry and governments to maintenance human factors. Airlines have 
either hired human factors specialists on the internal staff or are using human factors consultants. 
Universities have started graduate programs specifically for aviation human factors. Many of the 
human factors students, who conducted research under FAA human factors funding, are graduating 
and taking positions with airlines and manufacturers. In addition, airline and manufacturing 
personnel are attending human factors courses offered by private companies or organizations such as 
the IATA Learning Center. These trained personnel shall have a significant impact as they integrate 
human factors into their respective organizations.

The PEAR model is an excellent model to provide structure to a forecast of the future. The People 
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available for the next ten years are likely to follow recent trends. It is very likely that there shall be 
an increasing number of females entering the maintenance workforce. With the trend towards 
outsourcing airlines will hire fewer technicians. The repair stations shall increase hiring. The number 
of FAR 147 schools are down and the graduating classes are smaller. There shall be a shortage of 
trained qualified personnel. It is likely that People entering the airline maintenance workforce will be 
less passionate about the industry and about aircraft than past maintenance employees. For example, 
today’s generation did not grow up building model airplanes and flying piper cubs. In many cultures 
the aspiring airline maintenance worker has never owned or fixed a car much less an aircraft. These 
People trends shall influence selection, training, certification, equipment and procedure design, 
workplace design, and more. The past ten years have seen airline maintenance environments grow to 
accept and capitalize on diversity in the workplace. That positive trend shall continue.

The physical Environment shall not undergo radical change in ten years. Maintenance personnel 
shall continue to cope with environmental extremes related to temperature, lighting, ambient noise, 
odor, confined spaces, and time of day. Portable units to improve radical environmental conditions 
shall help. Design of new hangars and revisions to existing hangars shall improve the physical 
environment and layout. Improved textiles shall offer more comfortable working conditions even 
when the environment cannot be controlled. The organizational environment has evolved in the ‘90s 
and shall continue to evolve. Increasing teamwork and enhanced communications shall evolve and 
improve in the maintenance environment. While technology, such as E-mail, shall help to improve 
communications, an industry-wide raised consciousness regarding the importance of communication 
shall evolve. The result shall be a reduction in human error in maintenance. That must occur.

Maintenance Actions involve such activities as inspection, servicing, troubleshooting, removal, 
replacement, and tests. These activities shall continue for the next ten years for the next one 
hundred years. However, modern aircraft shall require less of all the activities stated above. New 
aircraft contain improved self-diagnostic equipment, smarter software, new materials, and increased 
redundancy and reliability. For the past twenty years, we have forecasted that aviation maintenance 
technicians (AMTs) must increase their knowledge of electronics and of software. At the same time 
AMTs must maintain the existing aging fleet. Safe and proper servicing of hydraulic systems, sheet 
metal repairs, and airframe/powerplant inspections must go hand-in-hand with the new technology 
skills.

Other forces will drive the types of Activities AMTs will perform. Because there will be a shortage 
of qualified People to do the work, the maintenance community must find better and more efficient 
ways of getting things done with less.  AMTs will need to hone their teamwork skills and act as a 
cohesive unit to compensate for any technical and personnel deficiencies projected to occur. 
Teamwork requires more than technical Actions; it requires AMTs to be competent in interpersonal 
Actions as well. To add to this, as maintenance processes become more complex, AMTs will need to 
gain a more global perspective of where they fit into the “system.” Thinking globally enables AMTs 
to think about how their Actions affect others, thereby inculcating a culture of safety. Maintaining 
this perspective, and Acting on it requires a great deal of knowledge, flexibility, decision making, 
and leadership. In the future, AMTs will be required to use their heads just as much as they use their 
hands. Programs such as Maintenance Resource Management (MRM) are beginning to address this 
need.

Information technology shall dominate all change in maintenance Environments and People’s 
Actions. Technicians shall master the software tools for improved tracking and control of the 
maintenance business process. Technicians will spend less of their Actions referring to the 
maintenance and fault isolation manuals because of improved electronic publications and other such 
electronic support equipment. Such job aides will stand-alone and/or will be an integral part of the 
prime system. The “thin-client” and other such portable information devices will be everywhere. The 
devices shall increase in power and decrease in size, to the extent that they will be a FOD hazard.
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While information technology is a blessing it can also be a curse. Proven human factors principles 
must be applied to the specification and design of new technology systems. Bad ideas or bad designs 
do not improve on good computers. JTA and human-centered design must ensure the quality of the 
information technology. Tested human factors principles shall always be critical for successful 
design and implementation of new systems.

Resources shall also evolve. Training has improved over the past ten years and that trend shall 
continue.  Training shall be provided “just-in-time,” at the work site, by embedded software and by 
portable computers. Over the next ten years the line between training and job aiding shall become 
more clouded. The same portable, perhaps wearable, computer that provides electronic technical 
publications shall also provide on-the-job training and information. One result of this technology is 
that AMTs shall have a larger set of technical responsibilities because of the increased computer-
based technical support available.

One Resource that will remain limited is time. We cannot reasonably predict that the complex task of 
aircraft maintenance shall ever evolve to eliminate the time pressure of schedules, push backs, and 
completion of an overnight check or the aircraft scheduled for an early morning flight.

SUMMARY AND CONCLUSIONS

Human factors, as a formal discipline, emerged in early 1900. By 1940, human factors design and 
engineering contributed to safety improvements in military aircraft. By the ‘50s, psychologists and 
industrial engineers were studying performance of maintenance technicians. However, the ‘90s 
became the decade for the applied study of maintenance human factors. During the ‘90s the FAA 
and airlines conducted extensive research and development and left a trail of useful products, 
procedures, and technical publications. 

Finally, as we look to the future we emphasize that the research program has left many questions 
unanswered. The FAA and industry research is not over. It will never be over. The research has the 
responsibility to look to the future, to push the envelope, to continue to recognize the numerous 
opportunities that maximize human performance and minimize human error in airline maintenance. 
Industry and government must continue to cooperate in this important endeavor.
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The contributing causes of human error in maintenance operations are not well understood. Because 
errors may remain latent over long periods of time and operational use, error event chains and their 
consequences are often difficult to trace and identify. In addition, human errors typically stem from 
multiple, interrelated sources; some are relatively easy to assess, such as workplace conditions or 
adequacy of resources; others are more indirect in their effect, such as organizational culture and 
communication barriers. Consequently, the process of managing error may involve multiple and 
diverse interventions with no single “magic pill” to cure the problems. Recognizing these challenges, 
National Aeronautics and Space Administration (NASA) is committed to improving the 
understanding of human error in maintenance through research as well as developing interventions 
for immediate use.  In the following presentation, Ames Research Center (Ames) and Kennedy 
Space Center (KSC) jointly present NASA’s approach to human factors in aerospace maintenance 
from both research and operational perspectives.

AMES RESEARCH CENTER: HUMAN FACTORS RESEARCH

Over the past 8 years, researchers at NASA Ames have investigated human factors issues in the 
maintenance domain. Although there has not been a formal program of research, NASA and the 
Federal Aviation Administration (FAA) have provided the support to maintain several initiatives. 
The work has been accomplished by teaming with aircraft manufacturers and airline operators, 
collaborating with human factors and industrial engineering groups at Kennedy Space Center, and 
learning from research colleagues. 

This year, maintenance human factors has been recognized as an element in the new NASA Aviation 
Safety Program, and NASA Ames researchers will build upon the current research foundation in 
order to develop a focused program of research in four main areas: 

•     Improved procedures

•     Human factors task and risk analysis tools

•     Maintenance resource management skills, training and evaluation

•     Advanced displays for maintenance aiding

Goals and Approach

Page 1 of 15NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



NASA’s Maintenance Operations Research Project supports the National Goal of Safety by fostering 
a better understanding of human factors in maintenance operations and by developing interventions 
and task aids that reduce human error and enhance safety and effectiveness. 

Customer/partner participation

Central to the research approach, industry/government/research partnerships will be made that 
ensure:  1) research issues are relevant to industry needs, 2) research products are realistic and 
consistent with operational standards and requirements, and 3) researchers make effective use of 
existing human factors knowledge, techniques and databases.  Among industry partners, airlines, 
unions, and manufacturers will be included. Government and research partners will come from the 
FAA, NASA, Department of Energy, other government laboratories, as well as the academic 
community.  

Metrics and success criteria

It is important to both researchers and customers that research products be operationally validated. 
From the research standpoint, a proof of concept is often field-tested in order to make needed 
refinements and to make recommendations for larger scale implementation. From the customer 
standpoint, the costs and benefits of implementing new technologies and programs must be carefully 
evaluated against one’s own needs and resources. Although it is desirable to collect as many 
assessment measurements as possible, often it is not feasible to burden the workforce with additional 
data collection. Therefore creative and unobtrusive methods of acquiring existing and new data must 
be devised. Existing databases may include company safety and audit data as well as training records 
and other routinely monitored performance indicators. In addition, qualitative methods, including 
surveys, interviews and observational methods may prove to be useful.

Four phases

For each of the research areas, four phases make up the research approach:

1.     Identify high priority human error problems in maintenance

2.     Define human factors requirements through task analyses

3.     Develop human factors interventions to errors

4.     Validate improvements in operational field sites

These phases are depicted along the bottom of the Roadmap in Figure 1.  Consider the research area 
“Improved Procedures” shown near the top. The products for this research area are tools for 
evaluating, standardizing and documenting procedures. An example of a specific project may be 
“guidelines for incorporating human factors in the engine change procedure”.  In this project, the 
“guidelines” would constitute the Human Factors intervention developed in phase 3, and 
operationally validated in phase 4. The Roadmap also shows that there are pre-cursor phases 1 and 2 
in which maintenance human errors (related to engine change procedures) are identified and in 
which human factors requirements are defined (through an analysis of the engine change task). By 
basing the development of interventions on phase 1 and 2, we ensure that the intervention addresses 
relevant high-priority human factors problems and that the intervention is based on an operationally 
realistic understanding of how the task is performed.

Similarly, the research area, Maintenance Resource Management (MRM), Skills and Training will 
generate products which need to be operationally validated, based upon an understanding of 
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maintenance human error related to MRM. The intervention itself is based on human factors 
requirements related to the type of MRM skill involved (e.g., communication, team leadership).  The 
research areas Human Factors Task Analysis Tools and Advanced Displays for Maintenance Aiding 
follow the same 4-phase approach.

Figure 3.1:  Roadmap to Maintenance Operations Research Program: 4-
Phase Approach

It should be noted that specific research projects may emphasize the different phases to different 
degrees. For example, the goals of some basic research projects are to develop a proof of concept 
(phase 3) and little more. In such cases, phase 4 operational validation may not be immediately 
feasible. In contrast, however, all projects need a solid grounding in phases 1 and 2 so that 
interventions are relevant to industry needs.

Understanding the Nature of Human Error in Maintenance

Aviation Safety Reporting System (ASRS) maintenance error study

A study reported in 1995 by Veinott and Kanki1 was the first to analyze maintenance incidents 
reported to the Aviation Safety Reporting System. Eighty-three reports from 1986-1992 were coded 
with respect to type of error, contributing factors and operational impact. Among the most interesting 
findings were the following:

•     60% of the errors were related to procedures

•     27% of the errors were related to practices

•     At least 50% of the cases implicated more than a single individual

•     39% results in an air return

It is interesting to note that in spite of the fact that the forms submitted were “pilot” forms (i.e., 
forms that were not specifically adapted for the maintenance technician), more than two thirds were 
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from ground personnel as opposed to flightcrew.

ASRS maintenance error study II

Since the ASRS maintenance form has been available since April 1997, a current research project is 
analyzing more recent submissions. We presume that a form tailored to the maintenance technician 
will yield more accurate and complete information.  In addition to comparing results to the earlier 
study, this work focuses on procedural errors only and incorporates a much more detailed coding 
scheme. Specifically, procedural errors are broken down into 8 error subcategories as shown in Table 
1.  Incidents involving written documents are coded according to the aspect of the document in 
question, as well as 7 categories of contributing factors.  In addition, incidents are coded for errors 
related to verbal information support. When verbal communications are involved, the aspect of the 
communication as well as contributing factors are also assessed. The codes have been developed to 
be consistent with categories incorporated in the Maintenance Error Decision Aid2 and performance 
shaping factors incorporated in the Framework Assessing Notorious Contributing Influences for 
Error.3

Developing Interventions

Each research area has the potential for developing different types of interventions. Therefore the 
program relies on information from maintenance practitioners for specific guidance. Essentially, 
each project needs to identify the most critical problems and to develop the products which will be 
most useful.  Collaborative help from operational partners are essential for determining an 
appropriate research focus.

Improved procedures

As we are seeing in the ASRS incident reports, procedural errors may be tied to a variety of human 
factors.  Documents themselves may lack sufficient detail, may be poorly organized, may be 
inconsistent with company practices, and other documents. In addition, technicians may simply not 
use or complete them for some reason.  Some procedures may be technically correct but may be 
improved through the incorporation of human factors principles. In other words, procedures may be 
re-designed to enhance team coordination, planning ahead and the management of time, people and 
resources. 

In recent work with Boeing, we evaluated a procedure re-design process by identifying the structural 
and functional changes made to an engine change procedure.4 Since the new procedure improved 
productivity by 14%, our goal was to identify the types of changes responsible for this enhancement. 
Certainly existing procedures differ in their potential for improvement, but there are general 
guidelines that may be followed for systematic evaluation. 

This project is in the stage of completion of the Guidelines intervention. We next will move into the 
operational validation phase by testing the guidelines against airline procedures. We may also 
consider the applicability of these guidelines to other types of procedures; for instance, in the KSC 
shuttle operations. 

Table 3.1: Coding Process for ASRS Maintenance Error Study II 

Question 1:  Does the incident involve 
procedural error?               ⇒

 
NO - do not analyze
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⇓

 
YES - Code for Error Type

 
1.  Procedural Omission

2.  Error of Intent

3.  Selection Error

4.  Awareness and Task Execution Error

5.  Fault Identification/Diagnosis Inadequate

6.  Inspection/Verification Incomplete

7.  Values/Units/Scales/Indicators Related 
Error

8.  Maintenance Repair Inadequate

Question 2: Is Written Support Information 
Involved?                    ⇒

⇓

 
NO - skip to question 3

 
YES    Identify Document Type

 
     (0-10)*

  
  
  

Code for Aspect of the Document 1. Correctness & Completeness (0-8)

2. Usability (0-6)

3. Supporting Data (0-7)

4. Verification & Inspection (0-3)

5. Warnings/Cautions/Notes (0-6)

  
  
  
  
  

Code for Contributing Factors

⇓

1. Airplane/Part Design (0-6))

2. Tools/Equipment (0-5)

3. Personnel (0-3)

4. Environment (0-3)

5. Organizational (0-4)

6. Work Group (0-6)
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7. Task Related (0-8)

Question 3: Is Verbal Support Information 
Involved?                    ⇒

⇓

 
NO - skip to End

 
YES    Identify Communication Type 

 
    (0-7)

  
  
  

Code for Aspect of Communication 1. Problem Solving & Decision Making  (0-
7)

2. Interpersonal Relationships (0-3)

3. Behavioral Patterns (0-2)

4. Attention to Task/Monitoring (0-2)

5. Communication as Mgmt Tool (0-4)

  
  
  
  
  

Code For Contributing Factors

⇓

1. Airplane/Part Design (0-6)

2. Tools/Equipment (0-5)

3. Personnel (0-3)

4. Environment (0-3)

5. Organizational (0-4)

6. Work Group (0-6)

7. Task Related (0-8)

End  

* Numbers in parentheses indicate coding selections within category

Human factors task and risk analysis tools

A three-year project recently completed by the Idaho National Engineering and Environmental 
Laboratories (INEEL) introduced human error analysis tools and concepts long used in the nuclear 
power industry to the aviation maintenance domain. Their research investigated the association 
between maintenance tasks and human error opportunities. In addition, it identified human factors 
(performance shaping factors) most likely to influence task performance. Although it may not be 
feasible to provide exact risk probabilities for specific tasks, the possibilities of unknown risk are 
narrowed as the relationship between human error and tasks is clarified.
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The goal of this research area is to develop task analysis tools that enhance our understanding of 
causal and contributory factors of maintenance human error. Such a tool can be adapted for many 
purposes. The original INEEL study focused on developing tools that aid in the design of 
maintenance procedures. However, this analysis tool could also help safety specialists and 
investigators better understand the causes of incidents and accidents and to identify interventions 
most needed. Human factors task analysis tools can also be adapted for training uses, such as 
targeting error-prone areas for special training emphasis.

Maintenance Resource Management skills, training and evaluation

The third research area focuses on maintenance resource management (MRM) skills, training, and 
evaluation. Many airlines have successfully developed the concept of MRM as an intervention to a 
broad set of human factors problems, including communication, leadership, teamwork, interpersonal 
relations, problem solving, etc. The next step is to move from “awareness” training of concepts to 
practical skills training; from one-time stand-alone classes to a continuous recurrent program 
integrated with technical training. For example, it is essential that technicians become aware of how 
communication problems can lead to human error. However, such training cannot substitute for 
training performance-based communication skills such as verbal briefings and writing skills.

As mentioned earlier, it is important to both researchers and practitioners that interventions be 
operationally validated. In order to develop the most effective MRM training materials and media, 
and to leverage both short and long-term impact of the training, evaluation metrics should be 
conscientiously collected and analyzed. For example, the work of Taylor and Robertson5 has made 
great progress in this area and they have given us a model of how MRM training can influence 
attitudes, behaviors and performance in the workplace. We have also learned the importance of 
linking training departments with engineering and safety departments who may be providers of 
useful, existing performance measures.

Advanced displays for maintenance aiding

The fourth research area pertains to information displays.  Because maintenance work often requires 
information to be read and used on-line during task performance, the development of display 
technologies which provide task-relevant information in a timely, convenient form is a promising 
maintenance error intervention. Information sources which create interruptions to the work flow are 
not only deterrents to efficiency, but foster opportunities for mistakes to be made. 

Industry is developing a variety of technologies for displaying procedures, visual graphics, 
blueprints, OJT notes, and even virtual objects and many of these should be considered for 
application to the maintenance domain. For example, a head-mounted see-through display may 
provide direct access to 3-D aircraft wireharness assembly diagrams or a view of virtual assembly 
instructions. Another technology may provide video images of live “targets” with superimposed 
information such as fastener positions and “stay out” areas.  In short, the technology is available. Yet 
we need to know how to make such technologies compatible and useful to technicians in the context 
of their everyday workplace. The implementation of new technologies, measurement strategies, and 
training are interrelated issues to be addressed.

ARC/KSC technology transfer workshops

Together, NASA Ames and NASA KSC initiated a series of technology transfer workshops on 
specific human factors topics for the purpose of identifying issues, problems, and "lessons-learned" 
in common interest areas across spacecraft processing and aircraft maintenance. Workshop I, held in 
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September, 1996, focused on incident investigation and analysis. Researchers and practitioners from 
aircraft and shuttle operations participated in a hands-on type meeting, sharing information on the 
practical aspects of current approaches and solutions. In May, 1997, Workshop II focused on human 
factors training. Future plans for Workshop III indicates a focus on procedure improvements.

KENNEDY SPACE CENTER: HUMAN FACTORS PRACTITIONERS

The human factors practitioners in Shuttle processing at Kennedy Space Center face many of the 
same challenges and issues related to human errors found in aviation maintenance operations. 
Incidents are analyzed using a diagnostic tool to identify the systemic causes of errors and to design 
multiple interventions. KSC targets four main areas of error intervention. Primary human factors 
interventions are aimed at identifying and correcting work conditions and work processes that induce 
errors. These “upstream” interventions address 1) Workplace and Task Design/Ergonomics, and 2) 
Organizational/Cultural Issues.  Secondary human factor interventions address the last two error 
reduction targets: 3) the Individual, and 4) the Team. These “downstream” interventions focus on 
enhancing workers’ awareness of how individual/group behaviors affect safety, and how to develop 
personal “safety nets” to stop an error from occurring. 

Human Factors Program at KSC: A Brief History 

NASA’s initial human factors collaboration between the Kennedy Space Center and Ames Research 
Center began in 1991 under a formal Human Factors Engineering Memorandum of Understanding. 
The first research project, between NASA KSC and NASA Ames also involved the Center for 
Creative Leadership and the United States Air Force Academy.  Research data was collected on the 
effectiveness of KSC’s teaming and leadership behaviors, during the summers of 1993 and 1994. See 
Table 2 for a summary of key accomplishments.

The following KSC observations resulted from that research:

•     Hierarchical Culture

•     Formed versus Intact Teams

•     Task Execution versus Self Managed Teams

•     Real Authority is “The Paper”

•     Task Team Leader is an “Assembler” of Co-Acting Individuals

•     Hesitancy to Give Feedback to Team Members

While the observations verified the KSC workers’ technical competence, the data identified a need to 
enhance the skills required for optimum teaming and leadership behaviors.

Table 3.2:  KEY ACCOMPLISHMENTS: Kennedy Space Center’s  Shuttle Ground 
Processing Human Factors Team

 
1991

 
Human Factors Engineering Memorandum signed  between NASA’s Ames 
Research Center (ARC)  and  NASA’s Kennedy Space Center (KSC).
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1992 

   to

1994

Research conducted at KSC, in collaboration with NASA Ames, the Center for 
Creative Leadership and the United States Air Force.  Data collected on the 
effectiveness of workers’ teaming and leadership behaviors.

 
1993

 
Formation of the KSC Shuttle Ground Processing Human Factors Team, (July).

  
1994

 

  

Began a Close-Call Reporting System: The Positive Initiative Effort (PIE) Program, 
(July).

Initial collaboration with NASA Ames and the KSC Human Factors Team, on 
human error investigation techniques and data analysis methods.

  
1995

 

  

Developed initial diagnostic tool for investigating shuttle ground processing errors.

Developed and presented  “Human Factors Awareness Training” to contractor 
ground operations management personnel.  (8/95 - 9/97 = 1,261 personnel trained)

  
1996

 

  

  

  

Validated and refined the diagnostic tool and began applying this “model” 
consistently, when investigating shuttle ground processing human errors.  Received 
recognition of a “best practice” by the Best Manufacturing Practices Center of 
Excellence.  Developed a database, from the causal factors collected.  Initial reports 
to Shuttle Processing management.

Published the inaugural “Time-Out” Newsletter, (July).

Developed “Task Team Roles & Responsibilities” course, for the hands-on workers, 
(1/96 - 6/96).  Presented course to 2,800 workers, (7/96 - 6/97)

Initial “Technology Transfer” Human Factors Workshop, hosted by NASA Ames 
Research Center, focused on “Accident Investigation Data Analysis,” (September).

  
1997

 

  

Published the “User’s Manual” for the Human Factors Investigation Model.  
Refined data analysis and reporting techniques.   Applied a modified version of the 
tool to close calls.

Second “Technology Transfer” Workshop hosted by NASA KSC, focused on 
“Human Factors Training” issues, (May).
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Presented error analysis trend data to both NASA and Contractor Senior 
Management, (July).  Addressed the need for a full time human factors team, instead 
of an Ad Hoc team.

NASA and Contractor management attended a 2 day workshop on “Creating a Safety 
Culture,” which was conducted by an independent consultant, (last Qtr. 1997).

Concurrent with this research, NASA Headquarters (Washington, DC)  directed KSC to “assess the 
human factor aspects of all incidents.” This direction was based on an independent (non-KSC) 
review of shuttle ground processing errors.  An analysis of 28 months of data (10/90 through 1/93) 
revealed that the primary causal category, for 72% of the incidents, was “human error.” As a result, 
the KSC Shuttle Processing Human Factors Team was chartered in July 1993.  This team continues 
to be an ad hoc team comprised of  both NASA and Space Flight Operations Contractor (SFOC) 
personnel.  Team membership is cross functional and includes participation from front-line 
employees who represent safety, quality, shop, systems engineering, industrial engineering, and 
human factors.  Their common goal is to improve ground processing safety in a rapidly changing 
workplace.  The current industry-wide challenge to perform “better, faster, and cheaper” makes the 
successful attainment of this safety goal all the more imperative.

Error Data Collection Tool: The KSC Human Factors Investigation Model

Since the KSC Human Factors team was chartered to investigate incidents, the members needed a 
diagnostic tool that would provide a consistent method of identifying the systemic causes of ground 
processing errors. Investigations typically stopped at the “tip of the iceberg” and did not delve into 
the deeper, underlying causes that resulted in well-intentioned workers making mistakes.  As a 
result, work conditions and processes that induced these human errors continued to exist. 

The KSC Human Factors Investigation Model is based on the “Team Effectiveness and Leadership 
Model” designed by Dr. Robert Ginnett, of the Center for Creative Leadership.  The research data 
from observations of KSC work teams also supported the development of the KSC Human Factors 
Investigation Model. Dr. Ginnett’s model was designed for use as a team formation guide and a 
diagnostic tool for evaluating team performance. The Human Factors Team expanded Dr. Ginnett’s 
original model so it could be used to assess a Shuttle ground processing task team’s performance 
from a safety perspective.

The KSC Model provides a more in-depth analysis of  causal factors beyond the readily visible 
operator error.  The Model guides an investigator to look at the “big picture” and to analyze the often 
invisible processes of teaming and leadership dynamics, group norms, organizational practices, and 
the corresponding unspoken cultural beliefs and values. The KSC Model also is used as a proactive 
tool to prevent errors from occurring.  Just as the “Dirty Dozen” enhance a worker’s awareness of 
potential error traps so they can be avoided, the KSC Model highlights the work process ingredients 
that are needed to ensure optimum, safe task performance. 

The collection of causal data is valuable only to the extent that it helps change the conditions in 
which people must work.  Human Factors interventions are prioritized according to an analysis of the 
causal data.  The most prevalent recurring causal conditions are targeted for countermeasures.  The 
next two sections will describe KSC’s  primary and secondary error interventions.

Primary Interventions
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Workplace & Task Design Ergonomics

Although the team’s original charter was to “assess human factor related incidents,” members 
recognized the need to be proactive and prevent errors from occurring.  As a result, the team took the 
initiative to expand its charter and focused its first project on identifying and correcting error-prone 
conditions in the workplace. The team developed a close call reporting system called the “Positive 
Initiative Effort” (PIE) Program.  The PIE Program  provides an easy method for the hands-on 
workers to report unsafe conditions and/or work processes. 

A pilot effort was implemented in July 1994, at one of the three Orbiter Processing Facilities (OPF) 
high bays.  The program’s success at this initial site encouraged management to expand the close call 
reporting initiative.  By January of 1996, all major Shuttle ground processing facilities implemented 
the PIE Program. The primary benefit of this close call reporting system has been the reduction of 
“tech traps.” The PIE program emphasizes the importance of being aware of human/workplace 
mismatches and taking the initiative to report these situations. In several cases, the technicians have 
recommended simple, inexpensive hardware modifications that have eliminated or significantly 
reduced the impact of the original problem.

Organizational/Cultural Issues

As Walt Whitman once said, “We convince by our presence.” The heritage at the Kennedy Space 
Center is exemplified in a “Can Do!” attitude.  While this cultural belief has resulted in many 
amazing accomplishments, it also has been a causal factor in some incidents. The challenge is in 
knowing where to draw the line between, “I can do it safely” and “I can do it, but I’ll have to take a 
risk.”  This line, however, isn’t fixed and its position often shifts depending on the status of the 
processing schedule. Historically, NASA’s culture has rewarded “problem solvers” which has 
reinforced a reactionary mind set.

The Human Factors Team recognized the need to unveil these cultural beliefs and openly discuss the 
invisible value structure of the KSC culture. The unspoken beliefs, values and practices, which had 
been carried over from the Apollo era, were not always appropriate or effective in the rapidly 
changing environment of the Shuttle program.

Technical controls

An example of how past practices have not kept pace with the current workplace conditions is found 
in the KSC work procedures.  The causal trend data reveals “inadequate paper” as the top 
contributing cause.  While improving the quality of the paper certainly is important, team members 
realized a more systemic problem was beneath the more obvious symptom of inadequate paper.

In most instances of less than adequate technical controls, the workers were unsure of what to do, so 
they “relied on the paper.”  Our human factors data indicates that KSC’s cultural “rule based” 
approach to tasks (i.e., “Follow the Paper”), in lieu of relying on specific task experience and system 
knowledge, is a definite link in the error chain. 

As our workforce resources diminish due to reduced budgets, our “critical skills” are being stretched 
thin.  Along with improving the paper, management interventions need to address core work 
processes such as Integrated Resource Planning and Scheduling, as well as Training.  Organizational 
structures must design out opportunities for errors, by ensuring the right workers are assigned to the 
right tasks, with the right tools.  Procedures support - not substitute  - the technicians’ hardware 
knowledge.
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KSC also recognizes the need to enhance the work instruction system. Through technology transfer 
and informal benchmarking with aircraft maintenance centers, the KSC Human Factors Team is 
striving to incorporate aviation maintenance “lessons learned” into Shuttle ground processing 
procedures. 

Cultural change:  Doing (goals) versus Being (values)

The current challenge at KSC involves a re-balancing of priorities. We have excelled at achieving 
“mission milestones” by  focusing on near-term technical tasks. To maintain this level of excellence, 
however, in the new era of “faster, better, cheaper,” KSC will also focus on  non-technical long term 
values. A worker infers what management values by how they act. The only way to communicate a 
value, therefore, is to act in accordance with it.   KSC realized the need for management to 
demonstrate that safety is first and schedule is second. Based on this need, all of Shuttle ground 
operations contractor management participated in an intensive two-day safety workshop taught by an 
outside consultant.

In an effort to “walk the talk,” all levels of management have been tasked to “walk a mile in their 
workers’ shoes.” Through regular, periodic visits to the shuttle ground processing facilities, 
management will gain an understanding of the process-induced workload factors that create 
opportunities for errors. Some of the workplace conditions that management will focus on correcting 
include the following:

•     lack of task specific experience/technical proficiency

•     scheduling conflicts due to a less than adequate (LTA) integrated workload management 
system

•     lack of appropriate material resources

•     organizational barriers that impede communications and reduce situational awareness

•     culture that often responds negatively to a “Time-Out” concern, thereby reinforcing the 
belief that schedule is more important than safety 

•     procedures that do not reflect the actual work situation/ergonomic mismatches

•     role accumulation due to downsized workforce

Secondary Interventions

Education & Training

As Albert Einstein observed, “Problems cannot be solved at the same level of consciousness that 
created them.” KSC needed to dispel myths about human errors, as well as provide proven methods 
for enhancing workers’ safety. These new methods had to go beyond the traditional management 
refrain, which told workers to “Be more careful.”

Human Factors awareness course

Realizing that awareness is the first step towards change, the team developed a “Human Factors 
Awareness” course.  This class was presented to 1,261 management personnel during a two (2) year 
period (8/95 - 9/97).
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This four hour course was designed to give a basic orientation to human factors and ergonomic 
principles, as well as explain how these factors influence human performance.   The ultimate intent 
was to help change management’s traditional “blame and train” approach to errors, by presenting  
the KSC Human Factors Team’s philosophy on errors:

•     Errors are not intentional.

•     Errors result from a series of interrelated contributing causes.

•     Most contributing causes are part of organizational processes and can be managed.

•     Errors often occur due to a mismatch between the work design and the workers’ cognitive 
and physical capabilities.

Management also was encouraged to actively support their employees’ participation in the close call 
reporting PIE program, as well as provide positive feedback to workers who asked for a “Time-Out” 
due to a concern.  Additionally, management was reminded of the old adages:  “If you’re not part of 
the solution, then you’re part of the problem;” and “Change begins with me.”  The extent to which 
management personnel gained an awareness of how their own beliefs and behaviors have contributed 
to the current culture, will determine the extent to which they begin to change, thereby helping to 
influence a culture shift.

Task team roles & responsibilities

Since no workplace is designed perfectly, the team’s secondary training focus was on alerting the 
workers to conditions that create opportunities for errors. The best detectives know what clues to 
look for, before they even begin trying to solve a mystery.  Likewise, since workers often are the 
“last line of defense,” we wanted to enhance their awareness of certain workplace clues, (i.e., “Links 
in the Error Chain”), so they could call a “Time-Out” before an error happens.   Teaming and 
Leadership skills were emphasized as “safety nets” to help prevent errors from occurring. The 
sharing of “Crew Resource Management” (CRM) and “Maintenance Resource 
Management” (MRM) information, by the various aviation communities greatly enhanced the 
development of this four hour class.   

The design of the course content was a collaborative effort between the Human Factors Team and 
the hands-on workers. The teaching approach used was “Train the Trainer.”  Thirty-nine workers 
were trained initially and they, in turn, presented the class to their peers. Since part of the course 
involved challenging current perceptions of certain organizations, we wanted to ensure that the 
trainers represented a cross-section of the workers. For this reason, a team of three trainers presented  
the class.  Each of the three trainers represented a different ground processing organization:  Safety, 
Quality, Shop, Engineering, Facilities, or Scheduling. Furthermore, classes were organized so the 
trainers were presenting to the people they interfaced with on a daily basis.  The workers who had 
been selected to be the trainers were regarded, by their peers, as being positive role models. KSC 
wanted to maximize the trainers’ opportunity to be a “catalyst for change” by facilitating an open 
dialogue with their own co-workers on the importance of positive teaming and leadership behaviors. 
The Task Team Roles & Responsibility class was presented to 2,800 shuttle ground processing 
personnel within a one year period (7/96 - 6/97).

Team members understood that initial learning often is passive and that these skills wouldn’t be 
acted upon with a one time “inoculation.”  A Phase Two “Teaming and Leadership” course is being 
developed based on workers’ feedback from the initial class. They requested additional training on 
interpersonal skills:  Decision Making, Conflict Resolution, Assertiveness in Calling a “Time-Out”, 
and Effective Communications Across Organizations.
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Generally, comments from the class participants were positive. Traditionally, KSC training focused 
on improving the workers’ technical skills. This was the first course aimed at enhancing the workers’ 
interpersonal, “soft” skills. The participants’ comments also included a consensus of the need for 
management to “walk the talk.”  Workers wanted management expectations to be explicit - not 
through words - but through actions.

Just in Time training

The third component of KSC’s educational intervention is providing workers with computer based 
and video refresher training. These “Just in Time” reminders are provided to the workers prior to the 
start of an infrequent or hazardous task. These computer aided training programs and videos were 
designed with input from both the technicians and the engineers. The intent of the “Just in Time” 
training is to heighten the worker’s awareness of  the job’s hazards, necessary protective equipment, 
and “lessons learned” from past operations.

Time-Out newsletter

Concurrent with the beginning of the “Task Team Roles & Responsibilities” course, the Human 
Factors Team published the first “Time-Out!” newsletter in July 1996.  The newsletter reinforced the 
training that the workers were receiving in the class, by encouraging them to be alert for error-likely 
situations. The newsletter also gave positive recognition to “Human Factor Heroes,” who called a 
time-out when they noticed a link in the error chain.  Subsequent newsletters have been distributed 
on a quarterly basis. 

SUMMARY

Since most human errors result from interrelated causes, KSC believes that the most effective 
approach to controlling errors is through multiple, interrelated interventions. As with all 
organizational change initiatives, the linchpin of change rests with an acceptance of responsibility for 
how one’s own beliefs and behaviors have contributed to the current condition. The successes of 
KSC’s human factors program are a reflection of management’s increased understanding - and 
acceptance - of how errors really occur. 

Like most industries and government agencies, KSC has many future obstacles to overcome in the 
era of  Shuttle ground processing contractor mergers and downsizing due to reduced budgets. As the 
KSC workforce is challenged to “do more with less” and accomplish tasks “better, faster and 
cheaper,” the Human Factors Team’s goal remains the same: to improve safety, through focused 
interventions aimed at the work environment, the task, the team, and the individuals. 
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4.0 DISCIPLINE AND THE “BLAME-FREE” CULTURE

David Marx 
Safety Consultant

OUR INDUSTRY FROM A MEDICAL PERSPECTIVE?

On October 12 of last year, Dr. Lucian Leape, a professor at the Harvard School of Public Health, 
briefed a US Congressional subcommittee on the state of human error management in the US 
medical industry.1  Dr. Leape began his presentation by telling the subcommittee how prevalent 
human error is in the medical industry: one million people injured by errors in treatment at hospitals 
each year in the US, with 120,000 people dying from those injuries.  It is a number 3 times greater 
than those who die in automobile accidents, he said, and 1000 times greater than those who die in 
commercial aircraft accidents.  It is a problem with an annual $33 billion dollar price tag. 

After undoubtedly gaining the attention of the congressional subcommittee, Dr. Leape then shared 
his observations of the human error management culture within the US medical industry.  Dr. Leape 
stated that only 2 to 3 % of major errors are reported through hospital incident reporting systems.  As 
a result, he said, most hospitals are unaware of the extent of their errors and injuries.  Because of the 
punitive work environment, he stated, health care workers would report only what they could not 
conceal.  Hospital personnel, as well as most of the public, tended to regard errors as evidence of 
personal carelessness, the failure of an individual employee to meet an exacting standard of perfect 
performance.   

Dr. Leape told Congress that health care organizations must make error prevention a major strategic 
objective, that hospitals should eliminate punitive error reporting systems so that reporting can be 
made “safe.”  Systems should be established to track error and the effectiveness of corrective 
measures.  Regulators should become a force for error reduction rather than a force for error 
concealment.  Public and media perceptions should be changed from the idea that errors are best 
controlled by blame and punishment to an understanding of the central roles of systems redesign and 
corporate responsibility. 

Ultimately, what did Dr. Leape say was the single greatest impediment to error prevention:

that we punish people for making mistakes.

So why do I tell you this?  It is because of what Dr. Leape said next.  Dr. Leape testified that “high 
reliability industries, such as aviation, air traffic control, and nuclear power, learned long ago the 
fallacy in this perfectibility approach.”   

Dr. Leape’s comments raise a few questions for us in the aviation industry.  Are Dr. Leape’s 
impressions of our industry correct?  That is, do we endorse the tools of blame, train, and discipline 
or have we adopted a new human-centered approach that encourages the reporting of errors?  

A MORE HUMAN-CENTERED CULTURE?

To check Dr. Leape’s assertion, consider the US Federal Aviation Administration’s current 
perspective toward maintenance error.  The current standard of care for technicians working on US 
registered aircraft is as follows: 
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§ 43.13 Performance rules (general). 

(a)  Each person performing maintenance, alteration, or preventive maintenance on an 
aircraft, engine, propeller, or appliance shall use the methods, techniques, and practices 
prescribed in the current manufacturer's maintenance manual or Instructions for Continued 
Airworthiness prepared by its manufacturer, or other methods, techniques, and practices 
acceptable to the Administrator… 

(b)  Each person maintaining or altering, or performing preventive maintenance, shall do that 
work in such a manner and use materials of such a quality, that the condition of the aircraft, 
airframe, aircraft engine, propeller, or appliance worked on will be at least equal to its 
original or properly altered condition (with regard to aerodynamic function, structural 
strength, resistance to vibration and deterioration, and other qualities affecting 
airworthiness).2 

By these rules, one can easily argue that dispatch of an aircraft with a discrepancy caused by maintenance error is in fact 
a violation of the FARs.  This rule quite literally requires perfection.  The problem is that roughly 48,800 air carrier and 
repair station technicians make mistakes that put them in violation of FAR 43.13 each year.  This equates to roughly 
100,000 aircraft dispatched each year into revenue service in an out-of-conformity (technically unairworthy) 
configuration.  In the time that we all spend here at this conference, over 600 aircraft will be dispatched with technician 
errors on board.  And like Dr. Leape’s estimates, these are also conservative numbers.   

So how do we view these errors?  Is it a “blame-free” culture or is it something else?  Based on the following FAA
Enforcement and Compliance Handbook statement, each and every one of these errors, if known by the FAA, should 
result in a FAA investigation: 

“Every apparent or alleged violation must be investigated [by an FAA inspector] and 
appropriately addressed. … The agency has a wide range of options available for addressing 
violations … from simple counseling and administrative action to formal legal 
enforcement.”3 

It should be clear by reading the FARs and the FAA Enforcement Manual that the basic duties of an 
airman do not anticipate or account for the inevitable human error.  That is, each FAR 43.13 
violation is viewed as a culpable and blameworthy event raising at a minimum the need for 
counseling by the regulatory authority.   

Perhaps our human-centered approach that Dr. Leape refers to in the aviation industry is not 
embodied in the basic FARs, but rather in the modern partnership programs and “enforcement-
related incentives” of today.  The Aviation Safety Action Program, authorized in January 1997, 
represents the latest advance in air carrier/FAA partnership.  Through a partnership among the 
carrier, labor unions, and the FAA, the three groups can co-manage the contributors to safety-related 
mishaps.   

In its efforts to facilitate reporting, ASAP has established its own immunity provisions, coined 
“enforcement-related incentives.”  The pertinent provisions of its enforcement-related incentives 
follow:  

“Administrative action may be taken in lieu of legal enforcement when all of the following 
elements are present: 

1)      Applicable law does not require legal enforcement action.

2)      Lack of qualification or competency was not involved.
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3)      The violation was inadvertent and not deliberate.

4)      The violation was not the result of a substantial disregard for safety or security and the 
circumstances of the violation are not aggravated. 

5)      The alleged violator has a constructive attitude toward complying with the regulations.

6)      The alleged violator has not been involved previously in similar violations.

7)      After consideration of items (1-6), a determination is made that administrative action 
will serve as an adequate deterrent. 

Substantial disregard means:

a)      In the case of a certificate holder, the act or failure to act was a substantial deviation from the 
degree of care, judgment, and responsibility normally expected of a person holding a certificate with 
that type, quality, and level of experience, knowledge, and proficiency. 

b)      In case the violator is not a certificate holder, the act or failure to act was a substantial 
deviation for the degree of care and diligence expected of a reasonable person in those 
circumstances.”4 

While it is an improvement over the basic FARs, one must question what goals this program was 
developed to address.  If the error is already known to the organization - for example, as I stand near 
a jack stand that has pierced the skin because I improperly jacked the aircraft - then the 
“enforcement-related incentive” will ensure that I get better treatment than spelled out through the 
basic FARs.  Yet, as Dr. Leape described in his testimony to Congress, a typical hospital might see 
only 2 or 3 percent of its errors due to effective concealment by health care professionals.  If active 
reporting of errors is a goal, I ask you to evaluate whether you would come forward under the 
provisions of this program?  Does the enforcement-related incentive give you enough confidence to 
report your own violation of the FARs? 

SO WHERE DO WE GO FROM HERE?

I think it is safe to say that we have not come as far as Dr. Leape might think.  Currently, we seem 
more similar to, than different from, his description of the medical industry.  And what we have both 
been unable to determine, is just where we should draw the disciplinary line and just how we should 
communicate that line to our employee workforce.  Consider the following options: 

Do we establish the truly “blame-free” system and tell our employees that, unless you 
intended the damage, no disciplinary action will be taken against you if you report your 
error and participate in its investigation?

Do we continue with punitive systems that essentially outlaw human error, resign ourselves 
to the fact that employees will never self-report, and restrict our learning to only those errors 
that cannot be hidden?

Do we create confidential reporting systems to collect error data, leaving the technician to 
fend for himself under current punitive disciplinary policies?

Do we draw a line in the sand, educate our workforce to know where the line is drawn, and 
ask for reporting by those who have not crossed the line?

Page 3 of 6NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



 

 

The Research Data

Over the last 18 months, I have been conducting research into where aviation professionals would 
ideally draw the disciplinary line.  That is, what disciplinary approach is in the best interests of 
safety.  Over 100 professionals, primarily within the US, responded to the survey.  Their disciplinary 
approach is as follows:5 

Table 4.1  The “Ideal” Disciplinary Criteria As Seen by Aviation Professionals

Employees who intend the mishap to occur, are under the influence of drugs or alcohol, or are 
reckless will be subject to disciplinary action.

The severity of the outcome will impact the decision to take disciplinary action, with an accident 
mandating disciplinary action.  

Lying about your involvement in a mishap or refusing to supply urine or blood specimens will result 
in disciplinary action.  

Attempting to hide the mishap or refusing to participate will weigh strongly in the disciplinary 
decision.  

Intentional violations of either the Federal Aviation Regulations or internal company policies will 
mandate disciplinary action.  

A history of insubordination, a habitual attitude of job dissatisfaction, sloppy work habits, and 
horseplay will weight toward disciplinary action.

Supervisory pressure to partake in risky behavior will strongly mitigate any decision to discipline.  

These are the opinions of your peers.  But what does the data really mean?  The most important 
conclusion about where the line must be drawn is the line between negligence and recklessness.  

Table 4.2  Comparison of Culpability Levels and Their Relationship to System Objectives

Culpability Human factors learning more 
important than discipline

Discipline more important than 
human factors learning

No culpability 372 (99%) 30 (9%)

Negligence 462 (66%) 240 (34%)

Recklessness 181 (37%) 311 (63%)
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What is the difference between negligence and recklessness?  Consider the official response to the 
US Air Force’s recent accident in northern Italy, where a fighter pilot clipped a ski gondola cable 
and killed 20 people.  An Air Force spokesperson, Major Joe LaMarca, said in response to the 
accident that “there is a fine line between being aggressive and being reckless.”6  I do not agree with 
Major LaMarca’s view.  As described by an NTSB Administrative Law Judge, negligence is 
equivalent to ordinary human error.7  Recklessness, on the other hand, is intentional risk taking.  It is 
conscious disregard of a substantial and unjustifiable risk that the mishap will occur.  Consider the 
following example.   

On the overnight a technician is assigned to do a detailed inspection for cracks around rivet heads on 
a portion of the external side of a 737 fuselage.  It is night and the aircraft is parked on the tarmac.  
In accordance with his airline’s policy, he diligently brings out a work stand to get close to the 
structure and brings out large lamps to provide adequate lighting.  Now consider that even though 
the technician followed all applicable procedures, he has still made an error by missing a crack that 
ultimately led to an in-flight depressurization.  Should the technician be punished for merely making 
the error?  Should he be punished for making an error that led to an in-flight depressurization? 

Yet, would our attitude change if we knew that the technician stood on the ground to do this same 
inspection with his flashlight pointed up at rivets that were six feet away?  This technician made the 
same error, missing the crack, as the technician who diligently followed the procedure and used an 
adequate work stand and the proper lighting.  In neither scenario did the technician intend to miss the 
cracked structure.  Yet, while theoretically not guaranteed of failure, the flashlight-equipped 
technician standing on the ground significantly, unjustifiably, and consciously increased the risk that 
the error would occur. 

ACCOUNTABILITY AND PROFESSIONALISM

The question really boils down to what do we want in our human centered culture?  If we are to 
embrace human factors principles, how does it translate into the post mishap setting?  Is human 
factors merely a tool for better aircraft design or can its philosophies be applied to make post-mishap 
response more human centered? 

The disciplinary research showed that a line must be drawn where one leaves mere human error 
behind and enters more culpable and blameworthy behavior.  Not all actions should be blame free.  
Some human errors involve culpable, blameworthy conduct that, in the interests of safety, do warrant 
disciplinary action.  It is a notion that I believe most in our industry support.   

To many today, accountability and professionalism mean that an employee should never make a 
mistake.  This, I believe is the wrong objective.  Professional airmen should work to their maximum 
reliability, with some errors expected.  Additionally, when errors do occur, they should report those 
errors so that we may learn of their contributors, and drawing upon that knowledge, prevent future 
accidents.   

This is not a “blame-free” system.  It is a system of accountability and professionalism that 
recognizes human error as a natural and expected element of human behavior.   

REFERENCES

1.     Testimony, United States Congress, House Committee on Veterans’ Affairs, Dr. Lucian L. 
Leape, MD, October 12, 1997. 

Page 5 of 6NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



2.     14 CFR 43.13.

3.     FAA Order 2150.3A, Compliance and Enforcement Handbook, December 14, 1988, page 13.

4.     Engen V. Chambers and Lansford, 1986 WL 82575 (N.T.S.B.).

5.     Aviation Safety Action Program (AC120-66), Federal Aviation Administration, January 8, 
1997. 

6.     Marx, David. The Link Between Employee Mishap Culpability and Commercial Aviation 
Safety, Seattle University School of Law, January 30, 1998.

7.     Military pilots fly razor line, USA Today, February 6, 1998, p. 3A.

Page 6 of 6NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



  

  

  

5.0 HUMAN FACTORS IN MAINTENANCE:  CORPORATE 
AND INDIVIDUAL LIABILITY FOR HUMAN ERROR

By Rupert Britton 
Secretary & Legal Adviser United Kingdom Civil Aviation Authority

(The views expressed in this paper are those of the author and are not to be 
taken as necessarily being those of the Civil Aviation Authority)

INTRODUCTION

I see from the leading article in last week’s Flight magazine that HF experts put human failures into 
four different categories:  incapacitation, “active errors”, “passive errors” and “proficiency failures”.  
This analysis is quite helpful in deciding what the liability consequences might be.  Liability in this 
context can arise in three different ways:- 

First, there is criminal liability.  Have the operator, maintenance organization or aircraft maintenance 
engineer broken the criminal law with the result that they are liable to prosecution in the criminal 
courts with the risk of being convicted and punished by fine or even imprisonment. 

Secondly, there is what might be described as “regulatory liability”.  Have the operator, maintenance 
organization or aircraft maintenance engineer conducted themselves in such a manner that licensing 
action is considered necessary by the regulatory authority in relation to the certificates, approvals 
and licenses that they hold. 

Thirdly, there is civil liability.  Has the accident or incident resulted in a third party being injured or 
his property being damaged so that he has a claim for compensation against the party causing the 
injury. 

This paper seeks to look at some of the issues that arise under these three headings.

I     Criminal

The safety regulatory system in the United Kingdom still derives principally from the Air Navigation 
Order which gives effect to the Chicago Convention and its Annexes and generally regulates civil 
aviation.  Parliament has provided that this safety regulatory Order is enforceable by the criminal law 
of this country. 

Article 111 of the current Air Navigation (No 2) Order 1995 provides that if any provision of the 
Order, the Regulations made under it such as the Rules of the Air or of JAR-145 is contravened in 
relation to an aircraft, the operator of that aircraft and the commander thereof shall be deemed to 
have contravened the provision.  This is a deemed responsibility and though it is without prejudice to 
the liability of any other person, maintenance engineers and maintenance organizations are not 
specifically mentioned. 

There can therefore be a joint criminal liability on the part of the individual employee and his 
corporate employer.  However Article 111 provides two statutory defenses.  First, a person is not 
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liable if he can prove that the contravention occurred without his consent or connivance and that he 
exercised all due diligence to prevent the contravention.  Secondly, there is a more general defense if 
the contravention was due to any cause not avoidable by the exercise of reasonable care.  Thus an 
operator could avoid a criminal liability by proving that he knew nothing of the actions of the 
commander of the aircraft or the engineer who maintained the aircraft and that he had good safety 
management and quality assurance practices in place to prevent and prohibit such an incident 
occurring.  The criminal responsibility for a maintenance failure can be squarely passed to the 
individual engineer at the sharp end and the corporate employer has a good defense.   

This is the position where there is the close legal link of an employer/employee relationship within 
the one company.  It would probably be even more difficult to impose criminal responsibility on the 
operator where all his maintenance is contracted out.  In an investigation into an accident or incident 
he may well be able to point out that he has imposed all manner of contractual obligations on the 
maintenance organization in relation to quality assurance which would give the operator a good 
defense in any prosecution.  However if there is a failure by the maintenance organization the 
operator’s aircraft could nevertheless be flying without a valid certificate of airworthiness which the 
traveling public would probably find unacceptable.  The way the offense and defense provisions in 
the Air Navigation Order are currently framed is not necessarily producing fair or sensible results 
and we are looking at ways of amending it. 

Who decides whether criminal liability arises?  Breaches of aviation law are in the main investigated 
and prosecuted by the CAA in England and Wales and also Northern Ireland.  The CAA has 
undertaken this work on behalf of the Crown since it was set up in 1972.  Unlike the rest of the 
CAA’s activities which are paid for by charges levied on the industry, the cost of this activity has 
always been paid for out of general taxation.  In Scotland with its different legal system, while the 
CAA can investigate cases the decision to prosecute and the conduct of the prosecution is a matter 
for the Procurator Fiscal Service which is a department of the Crown.  However the CAA is not an 
exclusive prosecutor.  The police can of course investigate these offenses for submission to the 
Crown Prosecution Service and on occasion members of the public have instituted their own private 
prosecutions. 

The decision on whether or not to prosecute in a particular case is by far the most important one that 
has to be taken by a prosecuting authority.  The fundamental duty of a prosecutor is to make sure that 
the right person is prosecuted for the right offense and that all relevant facts are given to the court.  
For this purpose the CAA adheres to the requirements of the Code for Crown Prosecutors. 

The Code establishes two stages in the decision to prosecute.  The first stage is the evidential test.  
The prosecutor must be satisfied that there is enough evidence to provide a “realistic prospect of 
conviction” against each defendant on each charge.  A realistic prospect of conviction is an objective 
test.  It means that a jury or bench of magistrates, properly directed in accordance with the law, is 
more likely than not to convict the defendant of the charge alleged.  If the case does not pass the 
evidential test, it must not go ahead, no matter how important or serious the case may be.  If it does, 
the second stage is for the prosecutor to decide if a prosecution is needed in the public interest.  The 
classic statement on public interest was made by Lord Shawcross who was Attorney General in 1951 
which has been supported by Attorney Generals of both parties ever since:  “It has never been the 
rule in this country - I hope it never will be - that suspected criminal offenses must automatically be 
the subject of prosecution”.  The Code sets out a number of common public interest factors both for 
and against prosecution.  One factor which favors prosecution and which is particularly relevant to 
aviation cases is where the defendant is in a position of authority or trust. 

The CAA investigates some 200 cases a year of which on average around three dozen cases are 
prosecuted.  A similar number are dealt with by way of formal caution or warning letter.  Of the 
cases that are prosecuted around half involve pilots mainly for low flying offenses and breach of the 
Rules of the Air.  The other half consists of a mixed bag of offenses for illegal public transport, 

Page 2 of 7NextPage LivePublish

2/1/2005http://hfskyway.faa.gov/HFAMI/lpext.dll/FAA%20Research%201989%20-%202002/In...



breach of the Air Travel Organizer’s Licensing Regulations, carriage of dangerous goods, offenses 
relating to forged documents, falsification of maintenance records and, rather more than in the past, 
passengers for drunken or unruly behaviour and now refusal to comply with no smoking rules. 

It is important to stress that the CAA carries out its enforcement activities entirely independently of 
the Air Accidents Investigation Branch.  It is of course the fundamental purpose of investigating 
accidents as set out in the Civil Aviation (Investigation of Air Accidents and Incidents) Regulations 
1996 which implements Council Directive (EC) 94/56 dealing with accident investigation, to 
determine the circumstances and causes of the accident with a view to the preservation of life and the 
avoidance of accidents in the future; it is not the purpose to apportion blame or liability.  Similarly 
the CAA has given an assurance since the introduction of the Mandatory Occurrence Reporting 
Scheme in 1976 that it will not be its policy to institute proceedings in respect of unpremeditated or 
inadvertent breaches of the law which come to its attention only because they have been reported 
under the Scheme, except in cases involving dereliction of duty amounting to gross negligence.  This 
assurance has been criticized as in effect giving an amnesty to those who break the law.  However it 
must be of much more importance to the industry to encourage the free reporting of incidents which 
can be collated, analyzed and disseminated to prevent them happening again.  In fact, the reports that 
we act on come from a variety of other sources including CAA inspectors, the police, HM Customs 
& Excise and members of the public.  However what we will not accept is someone putting in a 
report under the Scheme when he knows an investigation has been started simply as a means of 
staving off a prosecution. 

In addition to the regulatory type offenses contained in the Air Navigation Order, there are two 
general offenses which are likely to be relevant in the event of an aircraft accident or incident.  First, 
under Article 55 it is an offense for a person to recklessly or negligently act in a manner likely to 
endanger and aircraft or any person therein.  Secondly, under Article 56 a person shall not recklessly 
or negligently cause or permit an aircraft to endanger any person or property. 

Most prosecutions for endangering have been brought against individuals acting solely in the 
capacity of pilot of the aircraft or as the “one man” operator of the aircraft.  However in an 
appropriate case, if it is considered that the operator’s maintenance systems have failed due to 
negligence, we will prosecute a commercial operator. 

The penalties available on conviction of an endangering offense are a £5000 fine if the case is dealt 
with by the Magistrates Court or an unlimited fine or imprisonment for a term not exceeding two 
years if the case is dealt with by the Crown Court.  Serious cases will be taken to the Crown Court 
and fines imposed on operators have been high. 

That then is the current position.  However the spate of serious public transport accidents in the late 
1980s in particular caused demands for the use of the law of manslaughter following public 
disasters.  The Law Commission has recently produced a report on involuntary manslaughter and 
devoted particular attention to corporate liability for manslaughter.  The Commission recognized that 
there is a widespread feeling among the public that in appropriate cases it would be wrong if the 
criminal law placed all the blame for an accident on an employee such as the pilot of an aircraft but 
did not fix responsibility on their employers who are operating and profiting from the service and 
who may be at least as culpable. 

An appalling statistic shows that some 20,000 people have been killed in this country since 1965 in 
commercially related deaths, principally in factory and building site accidents, but only one company 
has ever been convicted of corporate manslaughter.  This was OLL Limited which you may recall 
was convicted of four counts of manslaughter after four children died in the Lyme Regis canoe 
disaster. 

There was no prosecution of London Underground following Kings Cross, British Rail following 
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Clapham and the platform operator in the Piper Alpha disaster despite serious criticism of these 
organizations by the Inspectors at the subsequent Public Inquiries.  There was a prosecution by the 
Director of Public Prosecutions of P&O European Ferries and seven individuals following the 
Herald of Free Enterprise disaster but the trial collapsed after the Judge had to direct the jury to 
acquit the company and the five most senior individual defendants.  The outcome of this case 
provoked much criticism and the Law Commission took an interest.  The Commission in their report 
have recommended that there should be a special offense of corporate killing broadly corresponding 
to the individual offense of killing by gross carelessness.  Like the individual offense the corporate 
offense should be committed only where the defendant’s conduct in causing the death falls far below 
what could reasonably be expected.  Unlike the individual offense the corporate offense should not 
require that the risk be obvious or that the defendant be capable of appreciating the risk.  A death 
should be regarded as having been caused by the conduct of a corporation if it is caused by a failure 
in the way in which the corporation’s activities are managed or organized to ensure the health and 
safety of persons employed in or affected by those activities.  In particular it should be possible for a 
management failure on the part of a corporation to be a cause of a person’s death even if the 
immediate cause is the act or omission of an individual.  This point would be crucial following an 
aircraft accident.  The operator would not be able to escape criminal liability because a maintenance 
engineer made a mistake. 

The Law Commission have produced a draft of a Bill and the new Government has indicated that it 
will make available Parliamentary time for the Bill, possibly in the next Session of Parliament. 

Some might argue that the criminal law is a rather crude intruder into the increasingly sophisticated 
world of safety regulation where there is now a much greater understanding of why and how humans 
make mistakes and standards and practices are constantly being developed to prevent mistakes from 
occurring.  The trial Judge in a recent CAA prosecution involving maintenance error by an airline set 
out the justification for criminal sanctions as follows: 

“Obviously the public must have confidence that companies that run airlines are taking all proper 
and necessary steps to ensure the safety of their passengers.  Furthermore the public must have 
confidence that if criminal lapses are detected then the Courts will pass such sentences that not only 
punish the company for the offense committed but which also act as a spur on that individual 
company to maintain the greatest possible efforts to ensure the safety of their aircraft and act as a 
deterrent for the aircraft companies in general in this country and one hopes elsewhere to ensure that 
they are not tempted to cut corners or to skip in the procedures that they have in place to ensure the 
safety of aircraft.  The company must be punished to ensure that it continues to exert utmost efforts 
to maintain high standards and deterrence for the air transport world as a whole to make it quite clear 
that any cutting of corners is simply not worth the candle.” 

II     Regulatory

The risk of criminal liability arising from an accident or incident for both an individual and an 
operator is perhaps in practice remote even if it is the most serious liability.  Much more likely is 
regulatory action from the safety regulator. 

An aircraft maintenance engineer is granted a license by the CAA if the Authority is satisfied that the 
applicant is a fit person to hold the license and is qualified by reason of his knowledge, experience, 
competence and skill in aeronautical engineering - Article 13(1) Air Navigation (No 2) Order 1995. 

An aircraft flying for the purpose of commercial air transport must have a certificate of release to 
service issued by an organization approved under Joint Aviation Regulation-145.  JAR-145 is legally 
binding throughout the European Community by virtue of being annexed to EC Regulation 3922/91. 
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Before granting a JAR-145 approval, CAA must be satisfied that an applicant meets all the 
requirements of JAR-145. 

An operator is granted an Air Operator’s Certificate by the CAA if it is satisfied that the applicant is 
competent having regard in particular to his previous conduct and experience, his equipment, 
organization, staffing, maintenance and other arrangements to secure the safe operation of aircraft of 
the types specified in the Certificate on flights of the description and for the purposes so specified -
Article 6 Air Navigation (No 2) Order 1995. 

If following an accident or an incident doubt is cast on any of these factors, the CAA may consider it 
necessary to take licensing action not as a punishment but for public safety reasons.  This can take 
the form of revoking, suspending or varying the license, certificate or approval.  The CAA’s power 
to take such action is set out in Article 71(1) of the Air Navigation (No 2) Order 1995.  This 
provision sets out a two stage process.  First, the CAA may, if it thinks fit, provisionally suspend a 
license pending inquiry into or consideration of the case.  Secondly, the CAA may, on sufficient 
grounds being shown to its satisfaction after due inquiry, revoke, suspend or vary any certificate, 
license or approval. 

These are fairly draconian powers directly affecting an individual’s ability to earn a living and a 
company’s ability to trade and the CAA accordingly has to exercise them in accordance with the 
rules of natural justice.  This means that the person or company against whom substantive licensing 
action is taken has a right to make representations to put forward his side of the case and the right to 
a fair and unbiased hearing by the person taking the decision.  However in the case of provisional 
suspension action often has to be taken fairly swiftly as a preventative measure while inquiries are 
carried out. 

There can be a conflict here between the need on the part of the regulatory authority to take 
immediate steps to protect public safety and the rights of the individual license holder to have a 
reasonable opportunity of presenting his case.  This problem has been considered by the High Court 
in a 1989 case involving Romanian pilots who had difficulty meeting the CAA’s licensing 
requirements which led to the provisional suspension of the airline’s operating permit by the 
Secretary of State on advice from CAA.  The Judge held that when dealing with cases of provisional 
suspension one is at the lower end of the duties of fairness to the individual. 

The position is very different with the second stage of the procedure.  Here, the rules of natural 
justice are in effect enshrined in the statutory procedures prescribed by Regulation 6 of the Civil 
Aviation Authority Regulations 1991.  If for example the Head of Engineer Licensing, who is an 
employee of the CAA, proposes to revoke, suspend or vary an engineer’s license, the engineer has 
the right to request that the decision on the proposal be taken by the Members of the Authority who 
are appointed by the Secretary of State.  That decision can only be taken after the engineer has had 
an opportunity to make written representations on his case and appear at a hearing if he so wishes. 

The CAA generally holds up to nine such hearings under Regulation 6 a year.  While some of the 
hearings relate to revocation of pilot’s licenses and aircraft maintenance engineers’ licenses where 
for example engineers have been grossly incompetent or there has been forgery of certifications or 
license documents, most cases recently have involved the revocation of AOCs.  However the 
sanction of revoking an AOC is very much a weapon of last resort to be used when all attempts at 
corrective action through the Flight Operations Inspectorate have been exhausted since revocation is 
usually fatal to the operator’s business. 

What if the regulator fails to act?  This was an issue before the Canadian courts in 1990 (Swanson 
and Others v R).  The case involved a fatal accident to an aircraft owned by Wapiti Aviation 
Limited.  The court held that Transport Canada had failed to inspect and enforce safety regulations 
and that this failure contributed to the development of a lax safety environment at Wapiti which in 
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turn caused loss to the Plaintiffs.  The court apportioned liability equally between the pilot, the 
operator and Transport Canada. 

Transport Canada appealed on the grounds that the Crown did not owe a duty of care.  Under the 
Canadian Crown Negligence Act the Crown was not liable for “policy” decisions but could be liable 
for “operational” decisions.  The Canadian Appeal Court held that Transport Canada’s response to 
the complaints and reports about the lack of safety at Wapiti was an “operational” decision and 
therefore a civil duty to exercise reasonable care in the circumstances was owed to the passengers 
and their dependents. 

Would the CAA be liable in these circumstances?  I think the answer is probably no.  Whether or not 
the CAA owed a duty of care in regulatory matters was recently examined by the Court of Appeal in 
Philcox v CAA.  Here the Court held that the CAA did not owe a duty of care to the owner of an 
aircraft when issuing a Certificate of Airworthiness.   The Court held that it was a matter for 
Parliament to lay down in what circumstances the CAA could be liable for negligence.  Parliament 
had done so when enacting that the CAA would be liable for negligent acts or omissions arising out 
of the provision of air navigation services but there was no such provision in the Civil Aviation Act 
where the CAA was exercising its other regulatory functions. 

III     Civil Liability

The third type of liability is civil liability.

At common law a person is under a general duty to take reasonable care to avoid acts or omissions 
which he can reasonably foresee would be likely to injure someone else or their property if that 
person was so directly affected by the act or omission that the former ought to have had him in 
mind.  If there is a breach of this general duty of care and damage results, the injured party will have 
a right of action for compensation. 

Aircraft accidents are inevitably expensive whether in terms of damage to the aircraft itself, loss of 
life and limb to persons in the aircraft and they may also involve injury to persons and damage to 
property on the ground.  Most aircraft accidents will therefore generate claims for compensation 
from those who have suffered loss. 

All skilled professionals owe at least a common law duty to exercise reasonable skill and care in his 
occupation.  Accordingly if there is a “pilot error” accident a Plaintiff seeking compensation could 
sue the pilot personally or indeed his estate if the pilot has been killed.  If a maintenance error is 
found to be the cause of the accident the maintenance engineer could be sued personally.  We have 
seen this happen in general aviation accidents where the dependents of the pilot or passenger killed 
in the aircraft have sued the maintenance engineer for damages. 

Most pilots are aware of this and protect themselves by taking out insurance cover although it is an 
oddity that whereas the Road Traffic Acts have required compulsory third party insurance for drivers 
since 1930 there is no compulsory insurance requirement for pilots.  Again there is no compulsory 
insurance requirement for maintenance engineers. 

Where a person has prudently taken out insurance cover he is of course obliged to comply with the 
terms and conditions of the insurance policy.  Invariably this will contain a requirement not to 
infringe the terms of the Air Navigation Order.  If there is such a contravention, for example if it is 
an unlawful public transport flight or the maintenance certification has been falsified, the policy may 
be voided and the insurers will not pay up. 
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However the individual maintenance engineer is likely to be an employee of an airline or 
maintenance organization.  A Plaintiff seeking compensation then has his right of action against the 
employer under the doctrine of vicarious liability if the breach of the duty of care by the maintenance 
engineer had been committed in the course of his employment.  In contrast to criminal responsibility 
there is much less scope for the corporate body to escape from liability to pay compensation. 

Each one of these topics could be the subject of a day’s conference but I hope that this brief 
description is an indication of some of the issues involved. 
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6.0 HUMAN FACTORS IN MAINTENANCE  
A REGULATORY VIEWPOINT

David Hall 
Civil Aviation Authority

The purpose of this short presentation is to provide you with an understanding of the CAA
perspective of human factors in aircraft maintenance. Why we consider it to be important, what we 
are doing now and what we see happening in the future. To do this it is best if we go back to 1988, 
the start of human factors in aircraft maintenance for many of us. 

The Aloha accident in April of that year shook and concerned us all. The human factors elements in 
the NTSB report were not overlooked by the CAA but we had not experienced anything similar 
ourselves and hence had no reason to believe that a similar situation could happen here. However, in 
June 1990 we had our own maintenance mishap which this time came very close to home. A BAC 1-
11 windshield was incorrectly installed and blew out at 17,000 feet under cabin pressurization loads. 
The accident investigators, for the first time I believe, made a serious attempt to determine not just 
what had occurred but why it occurred, in terms of human performance and contributing factors. The 
CAA reaction at the time was to explain the event in terms of probability, similar to that used in 
aircraft type certification and JAR/FAR 25.1309 criteria. 

Data supplied by the CAA Economic Regulation Group and the Safety Data Analysis Unit revealed 
that during the period 1982 to 1991 just over 11 million flying hours were accrued by aircraft greater 
than 5700 kgs and 1270 Mandatory Occurrence Reports (MOR) involving maintenance human error 
were recorded. 230 of these events manifested themselves in the form of an aircraft operational 
event. It was determined that, when considering the number of maintenance actions that must have 
been performed, maintenance human error did not pose a significant risk to the traveling public. 

Since 1990 we have learned a lot. Not least that statistics can be misleading and can provide comfort 
when perhaps they should not. In 1993 and again in 1995 UK operators experienced two further 
maintenance mishaps that by good fortune did not result in any loss of life, but it could easily have 
been a different story. 

So it was from early 1994 when the Air Accidents Investigation Branch (AAIB) published their 
A320 report that the CAA and UK industry really started their efforts to address human factors in 
maintenance. During the period 1993 to 1997 the CAA strategy was to monitor the research 
activities being performed in America and encourage the UK industry to apply good human factors 
principles, particularly the training of engineering staff in human factors awareness. 

The United Kingdom Operators Technical Group (UKOTG) established a Human Factors Working 
Group in April 1995 and quickly produced a report which stated  amongst other things their desire to 
implement human factors training. To assist them in meeting this goal the CAA arranged and 
sponsored Transport Canada to come over and show them what such training comprised of and how 
it could be delivered effectively. This met with some success in that a few maintenance organizations 
started to conduct awareness training, but not nearly enough as we would have liked. 

In 1995 and again in 1997 the CAA analyzed its Mandatory Occurrence database looking for 
maintenance errors. We had now experienced three potential accidents directly attributable to 
maintenance and our perception of a worsening trend was confirmed.  
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As mentioned previously, during the nine year period 1982 to 1991 we had received 230 reports of 
maintenance related human error that had an operational effect on aircraft above 5700kgs. Between 
1992 and 1994 we had exactly the same number of reports, 230, only this time it was of course only 
a two year period. The following two year period 1995 to 1996 showed the trend steeply rising as 
534 reports were received. 

This startling trend could not readily be explained by the increase in the UK fleet which has grown 
over the period. We had to conclude that a once stable system of maintenance had now been 
disrupted and more maintenance errors were genuinely occurring. 

I would like us all to think about today’s maintenance environment and how it has changed over the 
last five years. It is now an extremely competitive market place. Competition and the need to make a 
profit is not new, but the methods by which we achieve this have changed significantly. 

Business consultant gurus such as Tom Peters and Michael Hammer told us all in the late 80’s that 
we must radically re-write the way we do business if we are to survive, let alone make a profit. This 
message hit home in the early 90’s and we started to see Chief Executives appointed to Boards, fired 
with enthusiasm for these progressive business processes. Whilst these processes undoubtedly make 
for a more efficient and dynamic organization they have been imported from industries which are not 
safety dependent. The conventional processes and culture were in fact developed over a long period 
from lessons learned, often hard lessons. When mistakes were made the system was modified or 
hardened to prevent recurrence. This may very well have made for inefficiencies but it did ensure 
that the needs of airworthiness and safety were retained. We must remember that the risks that IBM 
or Hewlett-Packard takes are predominantly commercial but in aviation we have to consider safety 
alongside the hungry needs of the shareholders. Following the road map used by other industries will 
ensure that the minimum JAA requirements are met, as they are necessary for the business, but 
compliance alone does not ensure that an organization is intrinsically safe. 

It is often quoted during error investigation that commercial pressure was the cause or at least a 
contributing factor. Is this true? Is commercial pressure a cause, or an effect. I believe that it is an 
effect. Frequently an effect of the new business processes such as Business Process Reengineering 
(BPR), Total Quality Management, Outsourcing, Performance Based Rewards, Self Managed Teams 
etc. etc. It is apparent to me that we need to consider organizational dynamics far more than we do 
now and consider just how they impact safety, culture and shape human behavior in the workplace. I 
am prepared to predict that in five years time the term organizational factors will feature more 
heavily than human factors at our symposia. 

It is now almost universally accepted that an increase in the frequency of fatal accidents would result 
in a loss of public confidence in the air transport system. The CAA is therefore committed to 
ensuring that the frequency of fatal accidents does not increase in line with the predicted growth in 
air traffic. This is the major challenge we and industry face, particularly so when set against the 
current dynamic, complex maintenance environment and the increasing number of human errors. 

Two things have therefore shaped our current strategy regarding human factors in maintenance. 
Firstly, our resources are finite and we need to focus on the areas of risk. With 70 - 80% of accidents 
attributable to human error, human and organizational factors are going to give us the most return in 
terms of improved safety. Secondly, we have set ourselves an objective to develop safety 
improvement concepts and a safety improvement action plan in partnership with industry to ensure 
that the frequency of fatal accidents does not increase. The following points summarize how we 
intend to achieve this. 

•     Ensure that the maintenance related requirements are adequately human centered 

•     Promote a global approach to human factors
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•     Ensure that the UK maintenance community have the necessary knowledge and skills relating to 
human performance 

•     Identify best practices and facilitate adoption in industry and CAA

•     Identify the areas of error which form the major contribution to accidents

•     Require the adoption of Safety Management Systems by industry

•     Develop a CAA human factors data collection and analysis system

•     Identify and focus on areas of risk

•     Develop a safety partnership relationship between industry and CAA

The CAA has embarked on a number of initiatives in the last 12 months. Multi-functional teams 
have been set up to look at human centered design, human factors within the Safety Regulation 
Group, and Safety Management Systems. 

At the request of the CAA the JAA has conducted a review of the maintenance related requirements 
to determine if they are adequately human centered. This has now been completed and the CAA is 
participating in the group established to work the recommendations and produce enhanced 
requirements. 

A confidential reporting program has been available to pilots and air traffic controllers for many 
years. In order to increase our understanding of human and organizational factors in maintenance we 
have, from June last year, extended the Confidential Human Incident Reporting Program (CHIRP) to 
include Licensed Aircraft Maintenance Engineers and approved maintenance organizations. 

Clearly the subject of human factors is not going to go away. Enhanced aircraft technology may 
provide some more improvements in safety but whilst the maintenance system is dependent upon 
people performing tasks, mistakes will continue to occur. Our mission is to ensure that those 
involved in maintaining aircraft are skilled and well educated about human factors and that the 
application of good human factors principles make the necessary improvements in safety our 
industry needs and society demands. 
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7.0 HUMAN FACTORS IN AIRCRAFT MAINTENANCE 
A REGULATORY VIEW

Brian Whitehead 
Transport Canada

There’s a growing consensus that addressing the causes of human errors is one of the few remaining 
ways to get a real improvement in safety. It seems unlikely the planes can get much safer, so the 
people will have to. The question for the airworthiness authorities is, what is our role in the process?

Directly, there’s not too much we can do. As Ernest Gann said; “Rule-books are made of paper—
they will not cushion the impact of metal on stone.” Indirectly though, there’s plenty we can do, and 
we can start by making sure that our rules are not part of the problem. In Canada we’ve been 
fortunate in having an opportunity to re-draft our entire Aeronautics Code, and we’ve tried to take 
advantage of the situation by incorporating human factors awareness into the new regulations. In the 
process, we had to seriously change our approach to several items that had previously been articles 
of faith.

First, we decided to keep the rules to a minimum and base them on the principle of “regulation by 
objective.” That’s the equivalent of the FAA’s “performance based regulation.”  The idea is that, 
wherever possible, we avoid specifying how to do something. Instead, we establish the objective to 
be met, set out some guidelines, and then leave it up to the certificate holders to meet the objective in 
the way that best suits them. Of course, we still remain the final arbiters of whether the objective has 
been met. The actual drafting of the rules is done in conjunction with representatives of the main 
industry groups, so that keeps us down to earth.

While the new Canadian Aviation Regulations themselves (the CARs) are very lean, they are 
supported by a comprehensive code of standards. These standards also provide a lot of scope for 
innovation. Allowing different approaches provides a safety valve in itself. If we try to regulate 
everything up to the hilt, so that every organization does its maintenance in exactly the same way, 
the only avenue left for competition would be who could cheat the most. By leaving organizations 
some room to maneuver, the competition centers instead on who can comply with the requirements 
most efficiently.

The next major principle we adopted goes right to the heart of the human factors issue — 
establishing accountability. We looked at the work already done with flight crews, such as Cockpit 
Resource Management (CRM) and there’s obviously a lot to be learned there. But we came to 
recognize there are significant differences between the flight deck and the hangar floor. One of those 
differences is the social environment. The flight-crew has always been led by an authoritarian figure, 
the pilot in command. To some extent, CRM has concentrated on fostering assertiveness among the 
other flight-crew members, to overcome some of the negative aspects of this power difference, and 
create a team approach.

By contrast, maintenance people have pretty well always been treated as a team. I am speaking 
strictly about large air carrier maintenance. General aviation, air taxi and bush operations, being 
smaller, are still full of rugged individualists. Until recently though, large air carrier maintenance 
operations were notable for the lack of a truly accountable person at the working level. It was a team 
without a quarterback. Dr. Ron Lofaro of the FAA has drawn attention to this difference between the 
flight deck and hangar environments, and pointed out the lack of a clear authority figure by 
describing the technician as being “on the blame line.” In other words, while no one is totally 
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responsible, the technician is in there somewhere.

Now, that can’t be right. I suggest the problem began with ICAO Annex I, which has traditionally 
allowed an Approved Maintenance Organization (AMO) to exercise the privileges of an Aircraft 
Maintenance Engineer (AME). Apart from a brief mention in Annex VI, that’s still about the only 
reference to AMOs in the whole Convention, although that’s about to change. Several authorities 
have argued for a more definitive statement on the AMO’s role, and these efforts are now beginning 
to show results. The latest amendment to Annex I no longer speaks of the AMO having AME 
privileges. Instead, it refers to the AMO's appointment of individuals. The difference is subtle, but 
important. The reason for shifting emphasis to the individual is simple — an AME’s main job is to 
make decisions regarding the satisfactory completion of maintenance tasks. People make decisions. 
Organizations don’t. Too often in the past, we’ve seen aircraft signed out because the signatories 
have been persuaded it isn’t up to them to decide — that they’re merely communicating a company 
decision. In addition, an amendment to Annex VI, outlining standards for AMOs, has now been 
developed. It’s already been commented on by the Member States, so we can expect its introduction 
fairly soon. Both Annex I and Annex VI require persons who sign a maintenance release to meet the 
same standards as an AME. 

In the absence of any clear statement from ICAO, many people assumed that an AMO’s only role 
was to act as an AME. That’s the one function we think an AMO should not have! However, that’s 
not to say the AMO is without purpose. On the contrary, a sound organization is essential, to manage 
a whole range of things that can’t be left to individuals. Taking this approach, an AMO can be 
regarded as a group of AMEs marching in step. The AMO keeps the pace. It provides structure, 
standards, procedures and a formal hierarchy, within which the AME can do his or her job. What it 
should not do is attempt to make the AME’s professional decisions, although it may establish the 
standards against which those decisions will be made. The bottom line here is that the AMO and 
AME systems need not be mutually exclusive; they’re complementary. The CARs recognize this by 
assigning to each of these elements the role it’s most fitted to assume.

We believe that establishing accountability is the key to an effective code of conduct. Accordingly, 
we’ve paid a great deal of attention to that feature. We’ve carefully defined the responsibilities of the 
Air Operator, as distinct from those of the AMO. Even where these entities are one and the same, 
we’ve recognized this by covering the functions with different certificates. (Incidentally, we’re 
pleased see the JARs now also include this feature). We’ve outlined the responsibilities of the 
various parties when maintenance is contracted, defined the role of the quality department and, as I 
mentioned earlier, established the respective functions of the AMO and the AME.

The AME’s responsibility is worth a little more discussion, because it’s fundamental to our whole 
program. Under the CARs, only licensed AMEs are permitted to sign a maintenance release. If an 
AME is not satisfied with a maintenance task, he’s expected to withhold his signature, company 
pressure notwithstanding. His supervisor may sign for the item himself (assuming he also holds the 
license) but he should do this with some caution. The standards require an AME who signs a release 
for work done by another person to have personally observed the work to a sufficient degree to be 
satisfied it’s been completed satisfactorily. It’s pretty hard to do that from an office on the hangar 
mezzanine!

In the drive to focus accountability as finely as possible, we’ve for the most part stayed away from a 
Required Inspection Item (RII) philosophy. First, this kind of requirement tends to be inconsistent 
with regulation by objective. But also, we felt it had problems from a human factors perspective. We 
were concerned that the advantage of a “second pair of eyes” could be offset by a relaxation in 
vigilance caused by the knowledge that the second inspection would be taking place. There are no 
hard data on either side of this question, and there’s anecdotal evidence to support both theories, so 
you can take your pick. However, we have considerably strengthened the Quality Assurance 
function, and ensured that QA inspectors will be making random checks of all functions, but more 
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