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Some Drivers
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Commercial Aviation
— Continued Safety Improvements
— Automation Complexity

— Cost reductions

— Pilot Shortages
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Concepts
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= Commercial Aviation Automation as @ safety Net
— Continued Safety Improvements
— Automation Complexity Reduced Crew Requirements
— Cost reductions s1ot ops
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Technology Implications

More Dependence Upon Software for Safe Operations

" Human-Machine Teaming Machine Intelligence
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Automated Actions vs. Cognitive Assistance

= Task Automation under human control
— Autopilot; Autoland

= Human operation with automation assistance (safety net, watch dog, cognitive aid)
— Auto-GCAS
— Digital Co-pilot

= Pilot-less Flight — Automation is the pilot

MITRE
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Human-Machine Interface Challenges Associated with
Automation

Lesson 9: Pilots and controllers mitigate

risk on a regular and ongoing basis
Lesson 1: Automated systems have contributed
significantly to improvements in safety, Lesson 8: Be cautious referring to
operational efficiency and precis?‘f!ight p_ath automated systems as another
management. However, vulnerabilities exist. erewmember
Raotontialiccfaleospostolionsmaloml e
: P"°I L:jts:mn:u;m ey e Lesson 7: Sometimes the issue is
autd i -
ke complexity, not automation
. autd ° Many| Lesson 3: Lack of practice can resultin Aluloocabilitiosasacamatimacsalatad to——
. FMq :ﬁt:h degradation of basic knowledge and skills Lesson 6: Use of aut?mated systems can
syste « Degral Lesson 4: “Levels of automation” is a useful reduce workload durll:‘ig normal operations
- Con cognif concept for communicating ideas about but.may add co_mple_)uty :‘:-‘"d workload
~ Info flight automated systems but can be hard to durina damandina cituations
- — Man operationalize Lesson 5: Operational policy for flight path
. Great management, not automation policy
of inf¢ + Combinations of automated system featy
* Not a simple linear hierarchy * Focus on managing the flight path of the
airplane, not the automated systems
+ Identify opportunities for manual flight
operations
+ Automated systems are tools for the pilot to
use

Dr. Kathy Abbott, Chief Scientific and Technical
Advisor, Flight Deck Human Factor
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Auto-GCAS: Automatic Safety Net

(Ground Collision Avoidance System)

CFIT & GLOC accidents

Six systems on the F-16 - CFIT
rate unchanged

LOCKHEED
MARTIN

e Introduced in 2014 — Block 40/50
* Maneuver — Roll-to-upright and 5G pull

Auto-GCAS Keys to Success

= Design started with the pilot requirements
— Nuisance Budget

— Maximum acceptable maneuver

80 %
HO12 Vié

CFIT: Controlled Flight Into Terrain
— Interface GLOC: G-Force induced Loss of Consciousness
H - Auto-GCAS: Auto-G d Collision Avoid Syst
= Run-time Assurance Architecture Approach Ho wio-brotind Lollision Avoldance Sys em
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Digital Co-Pilot — Cognitive Assistance

Solo flight is riskier than flight with a crew*
 Accident rate: ~3x
 Fatal Accident Rate: ~13x

More * Solo pilots also tend to have less training, less experience, and Flight Tests
Experience are operating single engine aircraft
Em:‘red Pilot Workshops
Crew Operation | I l ’
Better Info + Improved Better - Safer
Workload + Extra Cognition Decisions Operations
p—— wx| Analytic
Iz . Modeling
7 (> T -
74 - Lab Studies
<N S \ ATIS Frequency for Manassas is [
q{ 5 A (& 125.175
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Right Information Right Time Right Format
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Technology Implications

More Dependence Upon Software for Safe Operations
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Old Wine in New Bottles

= Mature Research Space
— People building systems don’t read the research
— People doing research don’t understand how to apply it within systems engineering

Researchers Developers

Valley of Death
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Human-Machine Teaming — Themes from the

Research

Transparency

Augmenting
Cognition

Coordination

Design Specifics

» Observability
Transparency into what an
automation partner is
doing relative to task
progress

* Predictability Future
intentions and activities
are observable &
understandable

 Directing Attention
Orient attention to critical
problem features and cues

» Exploring the
Solution Space
Leverage multiple views,
knowledge, and solutions to
jointly understand

o Adaptability
Recognize and adapt
fluidly to unexpected
situations

* Directability Humans
can direct and redirect an
automation partner’s
resources, activities, and
priorities

e Calibrated Trust
Understand when and how
much to trust automation
partner

e Common Ground
Pertinent beliefs,
assumptions, intentions
are shared

» Design Process
Guidance on the systems
engineering processes for
HMT

 Information
Presentation Format
information to support
understandability &
simplicity

Quenching the Thirst for Human-Machine Teaming Guidance: Helping Military Systems Acquisition Leverage Cognitive Engineering Research - Patricia L.
McDermott (MITRE), Katherine E. Walker (MITRE), Cynthia O. Dominguez (MITRE), Alex Nelson (AFRL), and Nicholas Kasdaglis (MITRE).
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Technology Implications

More Dependence Upon Software for Safe Operations
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Run-Time Assurance

13

= Monitors system behavior during run- From U.oflinos Study
time
= When specific thresholds are reached Docision |
triggers bounding behaviors Satety ”1”
an ar
= Variants AR - Sensor
— Monitor system state Complex
Controllar
— Monitor autonomous processes — o rotectedsysem
= Data outputs gt advancedJuntrusted
) \ System utput
= Inferred behaviors ‘p'"m—sJ: e st
Block 't‘ Mechanism \ Controlled :;:;::stream
ﬂe‘:::::'raw aut:::{ Trusted
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output

//

Feedback from current level and
other downstream elements

Untrusted
Trusted
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= Cannot be V&V'd to required level at design time

= Design-Time Assured => V&V'd to required level at design time

From AFRL Study

MITRE



Draft Standard
Uil _ system State Monitor

ASTM INTERNATIONAL

® Guidance on a run-time
assurance architecture Bl Pedigreed components

|:| Non-pedigreed component
= Enables applicant to

determine implementation
NORTHROP GRUMMAN MITRE

TERRAFUGIA @% amazon

Complex
Function

~Prime Air

KBRwyle

Timing Diagram

RTA Recovery Time

RTA Respaonse Time

RCE -
Resénnse Safety Buffer
| T .
RCF, Delay
Decision Delay E
Input Delay
A A A A A

Inputs are Input Manager  Safety Monitor  RCF, Trigger Thresholds  Aircraft Starts RCF,
Sensed  ReceivesInputs ReceivesInputs Detected & SM Commands RCF, Maneuver Complete

Switch to RCF,,
»
»
A A
Aircraft State Aircraft Rgaches T——
Reaches Pre-Defined
RCF, Thresholds Limit Thresholds

From Draft ASTM Standard
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Technology Implications

More Dependence Upon Software for Safe Operations
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Risk Based Approach for sUAS Operational
Approval

A Rlsk_Based Approach for [ SUAS Vehicle Mission Profile ]
] Characteristics Requirements
SUAS operational approval
combines the
vehicle and mission
characteristics
to ensure an
acceptable level of safety

Risk
Classification

Qualified
Airworthiness

- Approval
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SUAS Risk Model System

sUAS Mission Profile

GUI « Fatality model coefficients

Dynamic Inputs « Collision detect & avoid

coefficients

\- /

© 2017 The MITRE Corporation. All rights reserved. Approved for Publicly Release - Unlimited Distribution - Case: 17-3360 MITRE




18

SUAS Risk Model Overview
Modeling Each Node

Legend
- Constant

- Vehicle Variable

Vehicle < Mission Variable

Pop.
Density
Types

Vehicle
Trajectory

Pedestrian

Pedestrian Behavior

size

Pop. Density

Wagt + Size

Likelihood of Likelihood of Likelihood that, —
having SUAS X Person or X IT Struck, —_ F'.l:;;lfff}'i‘.‘.“:-
operation Out- Aircraft struck ~ _theresultis dfd ﬁ'nu,l#ff :

Aircraft
Density

Vehicle
Reliability

Operator
Error

Visibility
(BVLOS)

Component Mission
Reliability Duration

Frangible
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Standard Mission
Profiles

Each of the Mission profiles
have different types of
operational risks.

The risk is based on the
combination of:

* Mission profile
* Vehicle profile
* Operational factors

* Environmental factors (such
as buildings and obstacles)

© 2017 The MITRE Corporation. All rights reserved.
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Sparse Operations

Sparse Operations: Agriculture,
Wildlife, Disaster Assessment, etc.

Contained Area Operations

Contained Area Operations: Static
Infrastructure Inspection, Real Estate _
Photography, Temporary Hotspots

Linear Area Operations: Linear
Infrastructure, Waterfront Advertising,
Traffic, etc.

Public Event Operations: Parades,
Sporting Events, Concerts, Static
News Coverage, etc.

Network Operations

Network Operations: Small Cargo
Delivery, emergency response, etc.

Dynamic Area Operations

Dynamic Area Operations: Fire and
Rescue, search and rescue, police
chases, media coverage

ITRE
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Mapping Mission Profile to
Key Risk Variables

= Sparse Operations are
characterized by low populated
areas, but may be near or far from
SUAS operator

' " Linear Area,Operations,

Network Operations

>BVLOS

= Contained Area Operations are
characterized by operations near
structures typically near the operator

. . Operations
with controlled population access.

= Linear Area Operations are ‘ !
characterized by long distance \ -
operations typically over sparse or g y
controlled population areas.

e

Contained Area Operatio’

W :

! V\ )

MH" ‘

= Network Operations are ?’
characterized by operations

traversing wide area networks near or
far from populations.

= Public Event Operations are
characterized by operations near the
operator over densely packed
populations.

®= Dynamic Area Operations: Fire and
Rescue, search and rescue, police

chases, media coverage Sparse <€ >Den$e
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Technology Implications

More Dependence Upon Software for Safe Operations
= Human-Machine Teaming — Automation as a safety net and cognitive assistant
Software Assurance — New architectures — Software watching software
Cybersecurity — New attack surfaces — vulnerabilities at the interfaces
Cyber-Resiliency - Must continue to function safely
— Despite

= Design defects

= Unanticipated situations

= Missing/corrupt/spoofed/unexpected data

= Deliberate attacks

Software is both a key enabler and a
barrier to operational implementation

= Certification — Consider operational and system risk together
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