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POLICY AND DISCLAIMERS

Policy Statement: The Federal Aviation Administration (FAA) Academy strongly
supports academic freedom and a researcher’s right to publish; therefore, the
Federal Aviation Administration Academy as an institution does not endorse the
viewpoint or guarantee the technical correctness of any of the articles in this
journal.

Disclaimer of Liability: With respect to articles available in this journal, neither
the United States Government nor the Federal Aviation Administration Academy
nor any of their employees, makes any warranty, express or implied, including
the warranties of merchantability and fitness for a particular purpose, or assumes
any legal liability or responsibility for the accuracy, completeness, or usefulness
of any information, apparatus, product, or process disclosed, or represents that
its use would not infringe privately owned rights.

Disclaimer of Endorsement: Reference herein to any specific commercial prod-
ucts, process, or service by trade name, trademark, manufacturer, or otherwise,
does not constitute or imply its endorsement, recommendation, or favoring by the
United States Government or the Federal Aviation Administration Academy. The
views and opinions of authors expressed herein do not state or reflect those of
the United States Government or the Federal Aviation Administration, and shall
not be used for advertising or product endorsement purposes.
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PHILOSOPHY STATEMENT

Cornelius Lanczos, a mathematician working in the field of applied analysis,
expressed the history of mathematics in three phases:

1) A given physical situation is translated into the realm of numbers,

2) By purely formal operations with these numbers certain mathematical
results are obtained, [and]

3) These results are translated back into the world of physical reality (1988,

p.1)."

Formal papers, in subjects related to aviation, roughly follow the same
course. However, there appears to be a weakness in aviation research, that
being the omission of the third phase.

It is not good enough that conclusions are drawn, if those conclusions

fail to improve the system observed. Clearly, the observed have a say in
implementing the conclusions of research, but their failure to implement the
conclusions drawn by the researcher may be more indicative of a lack of
understanding than a lack of desire. Researchers tend to peer into com-
plex systems as through a soda straw, forming formal opinions on the finite
without understanding the complete system. Industry, ever mindful of the
complete system, may find research irrelevant because it makes much to do
about nothing.

The editorial staff, to include those listed as consulting editors, is commit-
ted to the improvement of all individuals within the aviation community. We
seek to enhance existing systems bearing in mind that small improvements
must not upset the delicate balance between too little and too much help.
We also seek to promote safety, not by lip service, but by demonstration in
how we execute our studies and how we report our findings.

We feel that the best way to translate results back to the physical world is to
incorporate the viewpoints of people around the globe. Without the influ-
ence of a worldwide community, we deny the significance of diversity and
ignore the perspectives of gifted scientists from different countries. It is our
hope that each reader will feel the same.

"Lanczos, C. (1988). Applied Analysis. Mineola, NY: Dover Publications, Inc.
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EDITOR’S NOTES

Our lead article by Gerard J. Fogarty and Elizabeth Buikstra reports on a study that
tested hypotheses about different causal pathways for errors and procedural viola-
tions. A Test of Direct and Indirect Pathways Linking Safety Climate, Psychologi-
cal Health, and Unsafe Behaviours examines the relationship between workplace
safety climate factors, individual psychological health factors, and self-reported er-
rors and violation behaviors. Three hundred eight aviation maintenance engineers
completed a self-report questionnaire. The study demonstrates the importance of
including both organizational and individual level variables to assess the safety
status of an organization with expanded safety climate surveys.

Steve Jarvis and Don Harris’ research on glider accidents demonstrates the ben-
efit of examining the flight phase in which the seminal event of an accident occurs.
Investigation into Accident Initiation Events by Flight Phase, for Highly Inexpe-
rienced Glider Pilots targets appropriate remedial actions and the use of flying
exposure measures to produce comparable accident rate data rather than simply
comparing accident counts. All pilot-related accidents in the British Gliding Asso-
ciation database (2002 — 2006) were identified and accident rates were calculated
for each flight phase.

Our third paper is the conclusion of a three part series on runway incursions by
William B. Rankin, Il. Runway Incursions: An Industry Examination of FAA Initia-
tives and Objectives compares the perceptions of industry officials to the FAA's
Runway Incursion Plan of 1991 and the Runway Safety Blueprint 2002-2004 to
see if there is a continued similarity of the perceived effectiveness of the FAA ini-
tiatives or objectives. Since airport driver training was ranked as the number one
initiate in the 1994 study and was not included in the FAA Runway Safety Blueprint
2002-2004, the 2007 study asked industry officials if airport driver training should,
or should not be included in the FAA Runway Safety Blueprint.

Ernesto A. Bustamante’s research demonstrates the superior advantage of using
likelihood alarm technology (LAT) to increase decision-making accuracy, decrease
decision-making bias, and ultimately enhance monitoring performance. Imple-
menting Likelihood Alarm Technology in Integrated Aviation Displays for Enhanc-
ing Decision-Making: A Two-Stage Signal Detection Modeling Approach presents
a two-stage signal detection modeling approach of decision making while inter-
acting with integrated aviation displays that allows researchers to partition these
separate processing stages.

In Locus of Control and Self-Attribution as Mediators of Hazardous Attitudes
among Aviators: A Review and Suggested Applications, John E. Stewart exam-
ines and addresses LOC in the context of hazardous attitudes. This paper exam-
ines concepts from attribution theory, and contends that these are consistent with
the processes underlying the maintenance of LOC and hazardous attitudes. It is
recommended that integration of LOC and attribution theory should provide an en-
hanced explanation of the motivational bases for risk taking and decision making
among aviators.

Go to Table of Contents



Beth M. Beaudin-Seiler, Jeffrey M. Beaubien, and Ryan C. Seiler’s paper Col-
legiate Flight Training: Making Progress in the Face of Adverse Conditions pres-
ents the approach a collegiate flight program took to better track the progress of
its student pilots. Results show that gaps in training explain significant criterion.
Newly developed tools, such as the Gaps in Instruction Adjustment Matrix, may
help to standardize the administrative decisions concerning the amount of reme-
dial training required following a gap in instruction.

Incorrect maintenance information is a contributing factor in a number of recent
aircraft mishaps. Bonnie Lida Rogers, Christopher J. Hamblin, and Alex Chaparro
study the types of errors found in aircraft maintenance manuals published by
manufacturers. In Classification and Analysis of Errors Reported in Aircraft Main-
tenance Manuals the authors analyze Publication Change Requests (PCRs) to
document the most frequently reported types of errors found in aircraft main-
tenance manuals, to identify how errors vary across Air Transport Association
(ATA) chapters, and identify the corrective actions required to address the cited
problem.

Fatigue plays a major role in many aviation accidents and incidents. In Effects of
Fatigue on Flight Training: A Survey of U.S. Part 141 Flight Schools, Sara McDale
and Jiao Ma focus on the flight instructor. Due to the traditionally long workday
and intensive workload, flight instructors are particularly subject to fatigue. A na-
tional survey was conducted to assess Part 141 flight school instructors’ self-
awareness of their fatigue issues, impact of fatigue on quality and safety, and
potential solutions. Instructors reported that fatigue had negatively affected flight
instruction.

Elizabeth T. Newlin, Ernesto A. Bustamante, and James P. Bliss’ study Alarm
Relevance and Reliability: Factors Affecting Alarm Responses by Commercial
Pilots, assesses the influence of alarm relevance and reliability on pilots’ percep-
tions of relevance, urgency, importance, how compelled they were to respond,
and actual response behavior. The findings suggest that pilots consider alarm
relevance when responding to alarms but they are compelled to respond to un-
reliable alarms because of their training. Alarm relevance affects pilots’ rate and
speed of response, and pilots are influenced by their training to overmatch their
alarm responses.

In Stress in Ballooning: An Exploratory Cortisol Study, AJ de Voogt explores the
possible existence of stress in balloon operations by measuring stress-related
hormonal changes during balloon flights. Salivary cortisol was measured in ex-
perienced balloon-pilots before, during, and after a balloon flight. Though further
research is necessary, the data suggest that even in experienced pilots, balloon
flights may be stressful and therefore may influence the risk for pilot errors.

The FAA bases its fundamentals of instruction (FOI) primarily on principals of
cognitive theory and behaviorism. Amy L. Hoover’s developmental paper Educa-
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tional Learning Theories: Informing the Fundamentals of Instruction, addresses the
concern that flight instructor applicants may pass the FOI knowledge exam without
gaining a complete understanding of important underlying educational learning
theories applicable to flight training. Examples from the educational literature are
used to describe some of those social learning theories and relate them to design
and delivery of flight training curricula to enhance the transition from theory to
practice.
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A Test of Direct and Indirect Pathways Linking Safely
Climate, Psychological Health, and Unsafe Behaviours

Gerard J. Fogarty and Elizabeth Buikstra
University of Southern Queensland,
Toowoomba
Australia

Abstract

This study examined the relationship between workplace safety climate factors, indi-
vidual psychological health factors, and self-reported errors and violation behaviours. The
aim was to test hypotheses about different causal pathways for errors and procedural
violations. Three hundred eight aviation maintenance engineers completed a self-report
questionnaire developed for this study. A structural model depicting how workplace viola-
tions and psychological health act as mediators between safety climate and errors was
tested using structural equation modelling. The model fitted the data with safety climate
accounting for 63% of the variance in violations and 52% of the variance in psychological
health. Violations and psychological health combined to predict 58% of the variance in
errors. The study demonstrates the importance of including both organizational and in-
dividual level variables to assess the safety status of an organization through the use of
expanded safety climate surveys.

A Test of Direct and Indirect Pathways Linking Safety Climate,
Psychological Health, and Unsafe Behaviours

William James (1890) first introduced the concept of everyday cognitive fail-
ings in the late 1800s, but sustained scientific interest in the concept had to await
the advent of complex industrial technologies that stretched workers to their
physical and mental limits. High-risk organizations such as offshore oil, nuclear
power, chemical processing plants and aviation are unforgiving environments
where errors can have devastating consequences. Growing concern about the
cause of errors has led researchers to consider the impact of constructs such as
safety climate, attitudes, social norms, stress, and cognition on safety behaviours
such as errors and violations. However, much of this research is piecemeal. What
is needed in the literature are studies that bring together these constructs in struc-
tural models that can be tested, thus providing empirical support for what are
sometimes no more than descriptive models of error causation. The present study
used structural equation modelling to test models of the direct and indirect effects
of safety climate factors and individual psychological health on self-reported
errors and violations in aviation maintenance. In the sections that follow, we trace

Requests for reprints should be sent to Kay Chisholm, FAA Academy, AMA-800, P.O. Box 25082,
Oklahoma City, OK 73125. E-mail to kay.chisholm@faa.gov.
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the development of theory in this area of safety research before describing the
development of a model that posits different causal pathways for errors and viola-
tions.

A group of researchers working mainly in the offshore oil industry (Fleming,
Flin, Mearns, & Gordon, 1998; Mearns & Flin, 1999; Mearns, Flin, Gordon, &
Fleming, 2001) modelled the accident causation process using Structural Equation
Modelling (SEM). They hypothesised that people’s perceptions of various organi-
zational processes and practices — what is now called “safety climate” - influence
the state of safety in the organization and self report questionnaires can capture
these perceptions. Studies of safety climate by Flin and her colleagues shed some
light on the potential contributors to accidents, with climate measures capturing up
to 50% of the variance in safety outcomes.

Other industries have replicated these findings and now accept that safety
climate measures help to predict safety behaviours (Clark, 2006; Johnson, 2007).
These findings appear to hold, whether the dependent variable is a self-reported
measure of safety behaviour or actual measures of safety outcomes (e.g., Zohar,
2000; Cooper & Phillips, 2004; Johnson, 2007). Researchers in this area have
therefore begun to pursue other lines of enquiry. One very active line of enquiry
concerns the refinement of measurement instruments, which capture the essential
elements of safety climate and there are now many well-validated instruments
from which to choose (e.g., Seo, Torabi, Blair, & Ellis, 2004; Silva, Lima, & Baptista,
2004; Evans, Glendon, & Creed, 2007).

A second line of enquiry aims to establish the mechanisms by which climate
influences safety behaviours. Working within this tradition, Fogarty (2004) employed
a safety climate approach to assist in the development of a model to explain
morale, psychological health, turnover intentions, and error in the aviation mainte-
nance environment. An instrument called the Maintenance Environment Survey
(MES) was constructed and administered to 240 personnel responsible for main-
tenance of a large military helicopter fleet. The structural model predicted 45% of
the variance in psychological health, 67% of the variance in morale, 27% of the
variance in turnover intentions, and 44% of the variance in self-reported mainte-
nance errors. In a follow-up study, Fogarty (2005) administered a revised version
of the MES to 150 aviation maintenance personnel to test the fit of a model in
which the effect of safety climate on errors was partially mediated by individual
level factors, such as psychological strain. He found support for the model and
argued that in the efforts to secure better safety outcomes, a dual focus should be
maintained on organizational and individual level variables.

Within this same tradition, other researchers have taken a broader approach.
Neal and Griffin (2006) used a longitudinal design to explore the role of safety
motivation as a potential mediator of the safety climate-safety behaviour relation-
ship. They reaffirmed the connection between climate and behaviour but warned
that it takes time for positive changes in safety climate and safety motivation to
manifest themselves in lower accident rates. Among the recommendations flowing
from their study was that researchers not treat safety behaviour as a unidimen-
sional construct. They identified safety compliance and safety participation as
examples of distinct constructs that are usually not separated in studies of safety
outcomes. The present study adopts that same view, arguing that errors and viola-
tions are distinct safety outcomes that need to be treated differently.
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The Current Study
Dekker (2003) noted that in modern usage error can mean three things:

1) error as the cause of failure (e.g., proficiency); 2) error as the failure itself (e.g.,
wrong decision); and 3) error as process, as an intentional departure from some
kind of standard. Not distinguishing between these different possible definitions
of error is a problem. To reduce this conceptual confusion, the authors propose to
label this third category of errors as violations, a term already used by many
researchers in this area. It is further proposed that errors and violations have dif-
ferent causes and that the distinction is therefore not simply a matter of nomen-
clature. In a broad sense, it has been said that errors tend to result from cognitive,
social, and organizational factors, and violations tend to result from attitudinal,
social, and organizational factors (e.g., Reason, 1995; Reason, 1997; Sutcliffe &
Rugg, 1998). The proposition that errors and violations have different aetiologies
is therefore not new, but often overlooked. Furthermore, the empirical evidence
supporting this intuitive link is weak because most studies have focused on either
errors (Fogarty, 2004, 2005) or violations (e.g., Lawton, Parker, Stradling, & Man-
stead, 1997; Mearns et al., 2001; Mearns, Whitaker & Flin, 2003). There is a need
for studies that include both variables, linking them in a hypothetical nomological
net that is testable using SEM techniques.

The measurement part of the model comprised four elements: indicators for
Safety Climate, Psychological Health, Violations, and Errors. The structural part
of the model comprised the hypothesised linkages between these four dimen-
sions. Figure 1 shows the full model.

Safety Climate Violations

Psychological
Health

Figure 1. Conceptual model representing relations among Safety Climate, Psy-
chological Health, Violations, and Errors (Indicator variables not shown)
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In Figure 1, Safety Climate is represented by the reflective indicators Manage-
ment Support, Commitment to Safety, Management’'s Awareness of Violations,
Communication Effectiveness, Access to Resources, Training, and Workload.
Fatigue, Strain and General Health Questionnaire (GHQ) are reflective indicators
of the underlying construct called Psychological Health. Error Causes, Error Types,
and Mistakes are reflective indicators of the construct Errors. Violation Attitude
and Violation Behaviour are reflective indicators of a construct called Violations.
Because most of the scales used in the present study were adapted from those
already reported and validated in the literature, they were expected to define their
hypothesised underlying dimensions.

The first part of the structural model comprises the direct link between Safety
Climate and Psychological Health and a further direct link to Errors, thus modelling
the indirect linkage between Safety Climate and Errors noted by Fogarty (2004,
2005). The second element in the structural model comprises the direct link
between Safety Climate and Violations and a further direct link to Errors. In support
of the first of these links, Helmreich (2000) suggested that violations can stem from
a culture of non-compliance, perceptions of invulnerability, or poor procedures. He
also reported that over half the “errors” observed in a line audit safety operations
(LOSA) exercise were due to violations and that those who violated procedures
were more likely to commit other types of errors. Mearns et al. (2001) found pres-
sure for production and work pressure explained 58% of the variance in a con-
struct they labelled Safety Behaviours, with pressure for production being the main
contributor. Scales measuring violations often appear in the literature as safety
behavior scales, so this finding supports the direct link between Safety Climate
and Violations. Other researchers have confirmed this link (e.g., Neal, Griffin, &
Hart, 2000; Oliver, Cheyne, Tomas, & Cox, 2002; Rundmo, 2000; Rundmo, Hestad,
& Ulleberg, 1998). The final link, between Violations and Errors, is strongly sup-
ported by the literature, which shows procedural violations are the best predictors
of accident involvement (Hofmann & Stetzer, 1996; Lawton, Parker, Stradling, &
Manstead, 1997; Lawton & Parker, 1998; Meadows, Stradling, & Lawson, 1998;
Mearns et al., 2001).

We labelled this Model 1, the fully mediated model. Two competing models
were also tested. Reason (1997) proposed that workplace conditions (safety cli-
mate factors) cause unsafe acts :such as inadequate tools and equipment, undue
time pressure, insufficient training, under-staffing, poor supervisor-worker ratios,
and unworkable procedures. Therefore, Model 2 differed from Model 1, it included
an additional pathway from Safety Climate to Errors. We called this the partially
mediated mode. Model 3 was also a minor variation of Model 1 with a pathway
fitted between Psychological Health and Violations to test whether the previously-
noted direct effects of health on errors (Fogarty, 2004, 2005) extends to other
forms of safety behaviours.

Method

Participants

Three hundred eight maintenance personnel from the Australian Defence
Force (ADF) were involved in the study. Of the personnel who completed the
survey, 33.7% (N = 105) were from the Army, 27.6% (N = 86) from the Navy, and
37.2% (N = 116) from the Air Force.
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The Survey Instrument

Subject matter experts from the Australian Defence Force (ADF) participated
in the development of the Flying Safety in Maintenance Climate Survey for the
present study. The survey was divided into eight sections: (a) Background Infor-
mation, (b) Flying Safety, (c) Workplace Flying Safety, (d) Working Procedures
and Practices, (e) Reporting Procedures and Practices, (f) Training and Resources,
(g) Other Issues and (h) General Health. Some sections of the survey were of
interest to the Directorate of Flying Safety but not to the authors. The subscales
described below are those relevant to the current study.

There were seven subscales in the Safety Climate section of the survey.

1. Management support (Mgntsup), where three items measured how
often management listened to safety concerns from subordinates
such as supervisors and tradesmen (e.g., Managers listen to con-
cerns from tradesmen/supervisors and react appropriately);

2. Safety commitment (Safecomm), where four items assessed how
committed the organization, management, and colleagues were to
safety (e.g., The ADF is committed to flying safety);

3. Management’s awareness of conditions affecting safety (Mgntawar),
where three items assessed management’s awareness of workplace
pressure and resulting shortcuts (e.g., Managers are aware that the
pressure placed on supervisors makes it necessary to take short-
cuts/risks to achieve the task);

4. Communication effectiveness (Commeff), where three items mea-
sured the extent to which management was successful in communi-
cating safety issues to subordinates (e.g., Management communi-
cates issues effectively to tradespersons);

5. Access to resources (Resacc) where four items assessed the avail-
ability of various resources such as personal protective equipment,
manuals, equipment, and tools (e.g., | have access to all the tools
that | need for my work);

6. Training standards (Train) where seven items were used to assess
the adequacy of training, including on-the-job training, trade skills,
systems knowledge and formal training (e.g., The trade skills of
junior personnel are adequate);

7. Workload (Workload), which was assessed using five items that
rated the complexity of task performance (e.g., | undertake tasks
concurrently to get the job done).

The Safety Climate items mostly employed 5-point ratings that ranged from 1
(strongly disagree) to 5 (strongly agree). Resources, Workload, and Manage-
ment Support were rated on a 5-point scale that ranged from 1 (always) to 5
(never). Scores were recoded so that higher scores indicating a higher level of
resources, workload and management support.

After the climate section, three subscales measured the latent construct Psy-
chological Health. The first of these was an abbreviated version of the strain scale
used in Fogarty (2004, 2005). It comprised five items (e.g., How often do you feel
stressed at work because of the job itself?). Four items were included to measure
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fatigue (e.g., How often do you feel fatigued at work because of the working
hours?). Response options for both the strain and fatigue subscales ranged from
1 (never) to 5 (always). The third subscale was the 12-item version of the General
Health Questionnaire (GHQ: Goldberg and Williams, 1988). The GHQ explores
several aspects of psychological health and measures job-related strain (Parkes,
1992; Payne, Wall, Borrill, & Carter, 1999). Participants were required to respond
to a number of statements regarding the state of their psychological health: anxiety
and insomnia (e.g., Lost much sleep over worry?); social dysfunction (e.g., Have
you felt that you are playing a useful part in things?); and severe depression (e.g.,
Been thinking of yourself as a worthless person?). Scores on this variable were
recoded so that higher scores indicated better psychological health.

The next section of the survey instrument used two subscales to measure
procedural violations. In the first of these (Violbeh), comprising five items, respon-
dents indicated how frequently they engaged in unsafe behaviours (e.g., | will tem-
porarily disconnect or remove apart to make a job easier, but not document the
disconnection/removal). Possible responses ranged from 1 (always) to 5 (never).
The second subscale (Violatt), comprising four items, tapped willingness to violate
rules and procedures (e.g., | am prepared to take risks, other than those inherent
in my job, to get a task done). Violatt employed a 5-point Likert scale that ranged
from 1 (strongly disagree) to 5 (strongly agree). For both of these subscales, scores
were recoded so that higher scores denoted a higher occurrence of violations or a
greater willingness to engage in procedural violations.

In the final section of the survey, items from the Maintenance Environment
Scale (MES: Fogarty, 2004) and the 48-item aircraft maintenance checklist devel-
oped by Hobbs and Williamson (2000) were used to form three marker variables
for the latent construct, Errors. The first subscale (Errtype, 10 items), asked respon-
dents to indicate how often they made different types of errors (e.g., | have missed
out steps in maintenance tasks). In the second subscale (Errcaus, 10 items),
respondents were required to indicate how often they had made errors because of
different background factors (e.g., | make errors because of lack of concentration).
In the third subscale (Mistakes, 4 items), respondents indicated how often they
made mistakes due to training deficiencies (e.g., | make mistakes because my
systems knowledge is lacking). Ratings for all subscales were made on a 5-point
scale ranging from 1 (always) to 5 (never). Scores were recoded so that higher
scores represented the occurrence of more errors and mistakes.

For all subscales, the dependent variable was the mean response for the sub-
scale, that is, the total score divided by the number of items.

Procedure

Serving members of the ADF Directorate of flying safety administered the
survey to participant groups. Maintenance workers, maintenance officers, and per-
sonnel indirectly related to maintenance work were asked to participate in this
study. The surveys were completed in group sessions lasting from 30 to 45 min-
utes and were then mailed to the university research team.
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Statistical Analyses

The competing structural equation models were proposed and tested using
the AMOS 4.0 (Arbuckle, 1999) program. Model fit was assessed using Chi
Square (x?), the Chi Square to degrees of freedom ratio (x?/df), the Tucker-Lewis
Index (TLI), the comparative fit index (CFl), and the root-mean-square error of
approximation (RMSEA).

Results

A small number of missing values were replaced using the expectation-max-
imisation (EM) algorithm (Roth, 1994) in SPSS, statistical software, version 10.0.
Following data screening, descriptive statistics were compiled to ascertain the
spread of scores on the indicator variables. The means and standard deviations
show a reasonable spread of scores. Additional normality checks (not reported)
showed positive skewness on safety commitment (Safecomm), access to
resources (Resacc), and the two measures of violation behaviours. GHQ scores
were negatively skewed. These outcomes were not surprising, and the degree of
skewness was not judged problematic for the multivariate analyses to follow.
With the exception of the training subscale, the internal consistency reliability
estimates (Cronbach’s alpha) for all variables were above .70, and most were
above .80.

The main aim of the study was to test the conceptual model shown in Figure
1 and to compare fit indices with those obtained for two competing models. These
fit indices for these three models are summarised in Table 1.

Table 1
Summary of Fit Statistics for Different Models
Model X2 df p x?/df TLI CFI RMSEA
1 182.66 86 <.01 212 .92 .94 .06
2 182.62 85 <.01 2.15 .92 .94 .06
3 180.89 85 <.01 213 .92 .94 .06

The fit indices for all three models were indistinguishable in terms of their fit
to the data and were either on the borderline or within commonly recommended
cut-off values for these fit indices. Model 1, the fully mediated model, gave a
slightly more parsimonious account of the data, however, so we selected it as our
preferred model. Figure 2 shows the full measurement and structural model, with
parameter estimates.
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Figure 2. Empirical model representing relations among Safety Climate, Psycho-
logical Health, Violations, and Errors

All pathways shown in the model were significant. The model accounted for
51% of the variance in Psychological Health, 61% of the variance in Violations,
and 58% of the variance in Errors. As well as the direct effects, there was a sig-
nificant indirect effect of Safety Climate on Errors (b = .65, p <.01).

Discussion

The aim of this study was to validate and extend existing models of organiza-
tional and individual factors in the prediction of unsafe acts. The study brought
together the key outcome variables of errors and violations and related these to
organizational and individual factors in a model, which described the direct and
indirect effects of safety climate and individual psychological health on self-reported
errors and violations. The outcomes support the claims of other researchers that
safety climate directly influences violations (e.g., Oliver et al., 2002; Rundmo,
2000; Rundmo et al., 1998), and that individual health directly influences the fre-
quency of errors (Fogarty, 2004, 2005). Specifically, a large amount of the variance
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in violations (63%) can be explained by the safety climate of the organization and
a large amount of the variance in errors (58%) can be explained by the combined
effects of safety climate and psychological health. This study has supported the
proposition that errors and violations have different psychological antecedents.

These findings are important to safety practitioners, particularly in the avia-
tion industry. Hudson (2007) has written a very useful road map for implementing
a safety culture in an organization. Towards the end of the paper, he warns aca-
demics against the dangers of continuing to refine measurement instruments
instead of looking at how the instruments are used and what he calls coming
“down from the trees” (p. 719) and engaging with industry. At the same time, he
emphasises the importance to industry of having well-founded empirically justi-
fied theories. We would like to think that our focus in this study on breaking down
safety problem behaviours into two easily-recognised components and showing
that they have different aetiologies places us near to the bottom of the tree. A one-
size-fits-all approach to safety behaviours might well prove effective but it will be
highly inefficient. Attempts to reduce intentional and unintentional unsafe acts
should be aimed at both individual and organizational levels, with an under-
standing of the different origins of errors and violations.

Whilst these findings replicate earlier research on errors and break new
ground by considering errors and violations together, we should point out that the
methodological shortcomings in this study. Firstly, using cross-sectional method-
ology is an evidently weak approach to causality (MacCallum & Austin, 2000).
The use of self-report measures for all variables is also problematic in that there
is the possibility of method variance as the source of commonality among the
variables. One global concern of studies that involve structural equation model-
ling is that conclusions are likely to be limited to the particular sample. In this
study, a restricted sample was used, that is, military aviation maintenance, and
results should be treated cautiously when generalising beyond this population as
the military population may not be representative of the maintenance population
in general.

Safety climate measures such as the ones used in these studies are very
useful but they should be standardised so that the items and scales are the same
across administrations, thus permitting the establishment of benchmarks on the
various scales (Flin, Mearns, O’Connor, & Bryden, 2000). The focus of the
research up to this point has been the identification of key safety outcomes and
defining the network of relationships among these variables and background cli-
mate variables. A further aim has to be the linking of self-report measures with
actual performance outcomes, rather than simply using self-report as the basis of
measurement operations. The low base rates of incidents and errors suggests
that this research will involve higher level modeling, but it is our expectation that
the models developed to this point will prove useful in explaining safety data,
whatever form it takes.
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In conclusion, the safety literature tends to be dominated by discussions of
error taxonomies and descriptive models of accident causation, such as the
Reason (1997) model. We see these contributions as valuable but we also believe
that they must be supported by empirical research. Structural equation modelling
is a technique that can be used to test assumptions embedded in popular descrip-
tions of accident causation. This study has developed and validated a model that
encompasses a number of organizational, social and individual factors that predict
a significant proportion of the variance in self-reported errors and violations.
Ongoing studies, seek to extend the model presented here to include incident
reporting, another key psychological variable in the quest to achieve safer and
more productive working environments. Safety will continue to be critical as com-
plex high-risk industries, such as aviation, become more technologically driven
and complicated. Consequently, organizations will need to maintain a heightened
awareness of safety, risk, and security.
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Abstract

Despite inexperienced glider pilots having accidents at a far higher rate than average, it is
unknown if accidents sustained by inexperienced pilots stem from different elements of the
flight from those sustained by all other more experienced pilots. All pilot-related accidents
in the British Gliding Association database (2002 — 2006) were identified and accident
rates were calculated for each flight phase using exposure data derived from previous
research, thereby allowing comparisons to be made on a per-flight basis. The results
showed that for inexperienced pilots (10 hours and under), accidents associated with a
seminal event in the approach phase occurred at 8 times the rate than for experienced
pilots. For seminal events in the landing phase accidents occurred at 6 times the rate.
This research demonstrates the benefit of examining the flight phase in which the seminal
event of an accident occurs for better targeting of appropriate remedial actions (rather than
classifying the accident by flight phase) and of the use of flying exposure measures to
produce comparable accident rate data rather than simply comparing accident counts.

Investigation into Accident Initiation Events
by Flight Phase, for Highly Inexperienced Glider Pilots.

The estimated proportion of accidents caused by pilot factors remains high
for all types of aviation. Feggetter (1982) reported that the figure was approxi-
mately 70%. Studies that are more recent have reported figures of the same
magnitude, for example 71% (O’Hare, 1994); 70% (The Bureau of Air Safety
Investigation — BASI, 1996); and 78.6% (Aircraft Owners and Pilots Association,
2006). Research into US gliding accidents reported that 79.7% were pilot related
(van Doorn & de Voogt, 2007).

Research on pilot experience in relation to accident involvement has shown
conflicting evidence. Experience brackets (for example 200 — 400 hours) have
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been reported as equating to a higher chance of accident involvement (Booze,
1977, Jenson, 1995, Olsen & Rasmussen, 1989). This implies that highly inexpe-
rienced solo pilots are not the most likely to have an accident. Other studies have
dismissed such claims as being unfounded, or based on unsound statistics (Li,
1994, O’Hare & Chalmers, 1999). A recent study of general aviation accidents by
the Air Safety Foundation of the Aircraft Pilots and Owners Association (2006)
concluded that pilots with fewer than 200 hours total time are the most vulnerable
and those with fewer than 10 hours in make and model are more vulnerable still.
In gliding, a simple frequency distribution of all UK accidents from 1997 — 2006
strongly suggests that glider pilots with 10 or fewer hours as pilot in command
(PIC) are a particularly vulnerable group (Figure 1). A study using flight exposure
estimates showed that very inexperienced solo glider pilots (those with fewer than
10 hours experience as PIC) have twice the number of accidents per launch and
three times the number of accidents per hour flown than their more experienced
counterparts (Jarvis & Harris 2007).
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Figure 1. Frequency distribution of all UK gliding accidents 1997 — 2006 (data pro-
vided by British Gliding Association).

The reasons for these differences in accident rate are not known; however, an
analysis of the flight phases in which accidents occur may provide some insight. A
study of 143 US gliding accidents by van Doorn & de Voogt (2007) found that
based simply on a frequency analysis, over half of all accidents (52.4%) occurred
on landing, while 30% occurred during the cruise. Most fatal accidents in gliders
take place during the cruise (van Doorn & Zijlstra, 2006); 36% of these accidents
were found to end in fatality, whereas only 10% of landing accidents did so (van
Doorn & de Voogt, 2007). These studies did not, however, break down the acci-
dent statistics by pilot experience level nor did they take into account flight expo-
sure.
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In general aviation, landing and maneuvering are consistently cited as being
the most common accident flight phases. Again, based solely on frequency
counts, O’Hare (1994) found that 39% of accidents occurred during the landing
phase. AOPA (2006) reported that 38.9% of non-fatal accidents happened during
landing, more than any other flight phase, while observing that maneuvering was
the most common flight phase for fatal accidents (22.8%). In a study of insurance
claims, Lenné & Ashby (2006) reported that the landing and taxiing phases
accounted for 55% of all non-fatal general aviation accidents in Australia.

The classification of accidents by any single flight phase is far from straight-
forward. Aviation accidents are often the result of a chain of events rather than a
single event or error (Wiegmann et al, 2005). Therefore, taxonomies and classifi-
cations that categorize accidents by a single flight phase may risk over-simplifica-
tion, as a series of causal events may have accumulated during the flight. This
scenario is particularly likely in gliding because of the difficulty in regaining lost
energy in terms of height and/or speed. For example: misjudgment of height when
entering the circuit may lead to poor positioning of the base leg with little energy
to reach the airfield, subsequently resulting in a slow approach and heavy landing.
In such a case the accident flight phase might be categorized as the stage in
which the damage/injury was sustained (landing) thereby failing to identify that
the initiating event occurred much earlier in the flight. Recognizing the issue of
multiple events Wiegmann et al. (2005) categorized accidents using any number
of flight phases but labeled only one of these to be the seminal phase, in which
the initiating event was deemed to have taken place. This same approach was
initially used in the study of North Sea Helicopter Safety (Ingstad et al, 1990).
Lenne & Ashby (2006) also used a similar method by identifying the first crash
occurrence noted in the accident narrative. Furthermore, some flight phase anal-
yses can also be criticized as lacking explanatory power because of the nature
and extent of the phases used. Van Doorn & de Voogt (2007) used four phases
to describe all accidents: assembly, tow, cruise, and landing. Although problems
can occur during assembly, it is problematic to compare this numerically with
other phases of flight since many gliders are kept in hangers or flown many times
per assembly; hence, many glider flights do not include this phase at all. This
leaves only three in-flight phases, all of which include numerous flight compo-
nents (see British Gliding Association, 2003; Stewart 1994; Piggott, 1997) meaning
that categorization using such taxonomy is questionable in terms of its utility in
identifying specific problem areas. For example, an accident deemed to have
occurred in the cruise phase could have taken place in midair (e.g. a collision or
overstress leading to break-up), in the circuit or approach to a field landing, during
an attempted out-field landing, or as a result of unintentional ground impact. An
analysis with more explanatory power allowing better-targeted remedial interven-
tions is required, not just simply using a more detailed breakdown of flight phases
but also paying more attention to causal (seminal) events rather than to the final
event.

Although research dedicated to accident flight phase has been conducted for

both general aviation and gliding, there has been little attention to the relationship
between pilot experience and the flight phases of initiating accident events. Fur-
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thermore while some research has used frequency data and accident totals (van
Doorn & Zijlstra, 2006; van Doorn & de Voogt, 2007) no research has provided
comparable accidents rates, due to the difficulties of obtaining exposure data for
pilots of differing experience levels. Using UK gliding accident data, this study
compares the flight phases in which the initiating event preceding an accident
occurred with respect to highly inexperienced pilots (10 or fewer hours experience
as PIC) and more experienced pilots (over 10 hours). Furthermore, the data
obtained are used to provide estimates of accident rates (both in terms of hours
flown and number of launches) for both phase of flight and pilot experience.

Method

The analysis of accident data progressed in three stages. Firstly, all UK gliding
accidents from 2002 - 2006 deemed to have pilot-related causes were identified.
Secondly, the number of pilot-related events were identified within each accident
report with the seminal event being categorized as the first to occur. Lastly, the
seminal events were subjected to a flight phase analysis, using a detailed tem-
plate. All accidents were analyzed according to two levels of pilot experience (10
or fewer hours experience as PIC and more than 10 hours PIC), in line with the
research findings by the Air Safety Foundation of the Aircraft Pilots and Owners
Association (2006) and Jarvis & Harris (2007), showing that 10 hours PIC or fewer
is a particularly vulnerable experience bracket. Since pilot experience level was a
key variable of concern in the research, this information was removed from the
accident descriptions during categorization to avoid influencing the process.

Data

The British Gliding Association (BGA) database provided the data of all UK
gliding accidents and incidents over five years from 2002 to 2006 (source: British
Gliding Association, 2007). This database contained details including pilot age
(years); total experience in command (hours); aircraft type; severity of injuries
(none, minor, serious, fatal); damage to the glider (none, minor, substantial and
write-off); and a narrative description of what happened. As an initial step, acci-
dents resulting in no injury or damage were dropped from the analysis. Addition-
ally, ground-handling accidents (such as towing out winch cables, or pulling gliders
out of hangers) were also omitted from the analysis. Where possible the accident
descriptions contained within the BGA database were supplemented with seg-
ments from AAIB (Air Accident Investigation Branch) or longer BGA accident
reports.

Stage 1: Identification of pilot-related accidents. All accidents from the BGA
database (2002 — 2006) were categorized into either primarily Pilot-Related or
Other cause (Technical, External or Unknown) using a set of guidelines drawn up
and agreed to by a group of subject matter experts and an aviation human factors
professional. All members of this group were experienced instructors on gliders
and general aviation aircraft, with a combined experience of over 10,000 hours of
logged flying time.

The definition of a Pilot-Related cause was based upon Hollnagels’ definition
of human error (Hollnagel, 1998). To be defined as a Pilot-Related cause there had
to be an identifiable performance shortfall in terms of the actions (or inactions) on
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the part of the PIC together with a reasonable opportunity for the pilot to act in
such a way that could have avoided the accident. If a Technical or External factor
was identified as being the seminal accident event then the accident was consid-
ered as non-pilot related (i.e. placed in the Other category).

The guidelines for coding an accident as being the result of a Technical Factor
were that the aircraft would have been deemed unserviceable had the failure
been apparent before flight. If a Technical Factor was induced by the abnormal
operation of the glider (outside its operating limitations) this was deemed to be
pilot induced. An External Factor was regarded as any reasonably unforeseeable
and/or unavoidable factor external to the glider that made the flight difficult beyond
the skills that could reasonably be expected of a competent pilot. External Fac-
tors brought about by pilot actions, inactions or decisions (that were reasonably
foreseeable) were again deemed to be Pilot-Related. Furthermore, difficult flying
conditions were only counted as External Factors where there were no reason-
able signs or expectation of such conditions occurring. Alack of rising air (thermal,
wave, or ridge lift) was not regarded as an External Factor since such lift is not
reliable and it is also not required for safe glider operation. If it was not possible
to identify positively any Pilot-Related, Technical or External Factor (i.e. where no
causal events could be determined by the rater) the accident cause was catego-
rized as being Unknown.

Stage 2: Identification of number of pilot-related contributory events. The
number of major pilot contributory events in each accident was identified from the
accident narrative. Following this, the seminal event was identified; this being
defined as the first event in the sequence (cf. Ingstad, et al., 1990; Wiegmann et
al, 2005).

Stage 3: Flight phase analysis. A high-level mission analysis utilizing con-
cepts drawn from process charting methods (see Kirwan & Ainsworth, 1992) was
undertaken to breakdown the operation of a glider into meaningful, quasi-inde-
pendent flight phases. Resources such as the BGA instructor’s manual Edition 2
(2003), Piggott (1997) and Stewart (1994) were used in this process along with a
number of subject matter experts (experienced gliding instructors). This analysis
was performed to produce a two-level flight phase template. The resulting tem-
plate consisted of 25 flight phases in total, grouped within six higher-order phases
(pre-flight; launch; in-flight phase; circuit; approach and landing). Agreement was
reached between the subject matter experts that the final template was represen-
tative of all aspects of UK gliding operations. This coding template is shown in
Figure 2.
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1. Pre-flight, after boarding

2. Launch

Ground run [Only if attached to cable]

Pre-rotation initial climb (Winch)/ Airborne, pre-climb (Aerotow)/P1Os
Rotation and establishing main climb (Winch)/Initial Climb (Aerotow)
Established Climb

Aerotow cruise (cross-country towing etc)

Release

Recovery to normal flying speed, period prior to manoeuvre/approach
Non normal aerotow: Low tow, ‘Boxing the tug’

Se~oaooTw

3. Flight phase
a. General flying (practicing manoeuvring, local soaring/flying etc)

b. Serious soaring (circling, dolphin, eights, street flying, cloud climb, leaving,
joining etc)
c. Search/descent (Usually during cross-country/ extended soaring. Search for

lift / search and inspection of field to land, prior to circuit/ abbreviated circuit
commitment)

d. Ridge soaring
e. Wave flying
f. Final glide (incl comp finish/ return to airfield/ ‘stretching the glide’)
g. Aerobatics/ intentional unusual manoeuvring (stall/spin/steep turns)
h. Immediate evasive airborne manoeuvre to avoid imminent collision
4, Circuit
a. Circuit join. [Phase between 3 & circuit to land] (including prep, wheel down,

decisions on circuit/landing direction). NOT choice of field itself, that is 3c
(search/cruise)

b. Circuit (from high key to final turn, joined from anywhere) Include as seminal
where accident descriptions begin from a poorly positioned
final turn or final approach from turn (too high, low, far, close)

c. Abbreviated circuit or non-standard manoeuvring to land

d. Final turn (from normal or abbreviated circuit only)

5. Approach
a. Approach after circuit or flying (approach other than 4b)

b. Approach as straight ahead recovery from launch failure
6. Landing/Ground

a. Flare/ Hold off. Includes ballooning and PIOs

b. Ground run [post landing or after ground cable release]

Figure 2. Flight phase categorization template

The flight phase analysis highlighted the requirement to separate accidents
occurring during attempts to land at an airfield from accidents occurring while
attempting to land in an unfamiliar field, which can often occur when insufficient lift
is found to continue the flight. Off-airfield landings (also known as field landings)
are common in gliding but involve unique tasks such as assessing field size and
suitability, and positioning a circuit to an unfamiliar site with no primary height infor-
mation. This is accepted as common practice in gliding (rather than an emergency)
particularly when a pilot is attempting a cross-country soaring flight. It was there-
fore necessary to be able to identify such accidents during analysis in case they
had a substantial effect on the findings. Therefore, prior to attaching the flight
phase descriptors, each accident was classified by its location (airfield or off air-
field). Accidents in the circuit or approach phase of the base airfield (or intended
landing airfield) were labeled as airfield accidents, whereas those occurring out-
side the circuit pattern of the airfield were treated as off-airfield accidents.

Accidents following launch failures required identification for similar reasons.
Launch failures can require unique maneuvers such as regaining flying speed at
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low altitude and flying low abbreviated circuits. Therefore, it was essential to have
the ability to separate these from normally launched glider flights.

All accident seminal events were categorized using the flight phase template
(figure 2). In addition, each accident was further categorized as being normal
launch/launch failure; airfield/off-airfield.

Reliability of the ratings

In accordance with previous researchers using large samples of accident
data (e.g. Gaur, 2005), to establish inter-rater reliability a random sample of 100
accidents was independently categorized by the primary investigator and an
independent rater. The latter was an experienced pilot of gliders and general
aviation aircraft and was an airline training captain and crew resource manage-
ment (CRM) instructor with training in human factors. In order to check observer
consistency, the sub-sample was re-categorized by the primary investigator two
weeks later to establish the intra-rater reliability (a factor omitted in many
studies).

Cohen’s Kappa was used to calculate inter- and intra-rater reliability at each
stage of the analysis. Robson (2002) suggests Kappa values ranging from 0.6 —
0.75 are good, and above 0.75 are excellent. The results for both measures of
rater reliability were good or excellent at all stages: Identification of pilot-related

accidents; Kappa ( )= 0.87, Kappa ( )= 0.88: The number

inter-rater reliability intra-rater reliability

of pilot-related contributory events; Kappa (inter-rater reliabilty) — 0.61, Kappa (intra-rater
reliability) =0.61: F“ght phase analySlS; Kappa (inter-rater reliability) = 0'79’ Kappa (intra-rater
reliabilty) — 0.90. This indicated that categorization of accidents was both reliable

and consistent at all stages of analysis.

Results

Data analysis

Initially, Fisher’s exact tests were used to establish if significant differences
existed between the inexperienced and experienced groups in terms of the simple
proportions of pilot related accidents, as well as other factors such as injury
severity and aircraft damage. The distribution of seminal events occurring during
the various flight phases with respect to pilot experience groups were also ana-
lyzed in this way. Odds ratios with associated confidence intervals were calcu-
lated between the two experience groups for all six top-level flight phases.

Although such analyses can be used to compare the frequency of accidents
in one group with that of the other and identify where accident features were dis-
proportionately distributed between groups, they cannot account for differences
in flying exposure between the groups (including flying that did not result in an
accident). For this, accident rates were required.

The exposure estimate from Jarvis & Harris (2007) was recalculated using

the same method but including two additional years of data in order to cover the
period 2002 to 2006 inclusive. The 10 or fewer hours exposure estimate was
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subtracted from BGA annual totals to provide data for the two groups; pilots with
10 or fewer hours and those with more than 10 hours as PIC. On this basis the
estimated total number of launches taken from 2002 — 2006 by pilots with 10 or
fewer hours PIC was 29,924 with an upper 95% confidence boundary of 35,301
launches and a lower 95% confidence boundary of 24,548 launches. The esti-
mated total number of hours flown was 11,553 hours (upper 95% confidence
boundary of 14,017 hours and a lower 95% confidence boundary of 9,089 hours).
The mean calculation of flying exposure by pilots with over 10 hours PIC during the
same period was 1,609,810 launches and 696,041 hours.

Stage 1: Identification of pilot-related accidents, and pilot related events within
each accident. Of 469 accidents, no causal factors could be determined for 19,
hence these were eliminated from the analysis. Of the remaining 450 accidents,
418 occurred to pilots with over 10 hours PIC, of which 331 were deemed to have
been pilot-related. For pilots with 10 or fewer hours PIC there were 32 accidents,
28 of which were designated pilot related. A Fisher’s exact test on this data was
non-significant (p = 0.361) suggesting that the distribution of causes (Pilot-Related
or Technical or External) was randomly distributed among pilots across the two
levels of experience.

Table 1 shows the number of accidents leading to injury and damage for the
two pilot experience groups. Fishers exact tests on these data show no significant
association between the degree of injury and experience group over the five years
being studied (p = 0.701). The same is true of aircraft damage analyzed by experi-
ence group (p = 0.272). There is therefore no evidence to suggest that the acci-
dents suffered by inexperienced pilots were different in terms of their consequences
to those suffered by more experienced pilots.

Stage 2: Identification of number of pilot-related contributory events. Within the
359 pilot-related accidents, 545 causal events were identified in total. Only three
accidents were categorized as containing four events, hence these were com-
bined with the three-event accident group (see table 1). The resulting analysis
using a Fisher’s exact test showed a significant association between pilot experi-
ence group and the number of events in the accident sequence (p = 0.016). Fur-
ther analysis of standardized residuals indicated that the 10 or fewer hours group
had a significantly higher proportion of accidents where three or more events were
identified in the analysis (standardized residual of 2.3, p = 0.016).

Table 1

Total accident numbers for the two experience groups broken down by injury
severity, damage classification, the number of identified events in the report narra-
tive, and the location of the accident

Under 10 Over 10 Total

Fatal 0 9 9

> Serious 0 18 18
=}

< Minor 3 40 43

None 25 264 289
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Write off 0 36 36

[0)
2 Substantial 1 107 118
<§ Minor 17 186 203
None 0 2 2
- o 1 event 11 203 214
=
N g 2 events 10 97 107
z
® 3 or more events 7 31 38
% _S Airfield / within circuit 27 219 246
Bw®
2 8 Off-airfield 1 112 113

Stage 3: Flight phase analysis. Twenty-four accidents were caused by launch
failures. Of these 23 occurred to pilots with over 10 hours of experience and one
to a pilot in the 10 or fewer hours group. A Fisher’s exact test on this data gave a
two-tailed result of p = 0.707, showing that a systematic effect was improbable.
No further analyses were done on these data.

Table 1 shows that of the 113 accidents identified as occurring off the airfield
(meaning outside the circuit) all but one involved pilots with over 10 hours flying
experience. The result of the Fisher’'s exact analysis suggested that accidents
occurring away from the base airfield were not randomly distributed across the
experienced and inexperienced groups (p < 0.000, two tailed). In terms of simple
frequency of occurrence, experienced pilots were much more likely to have an
accident away from their home airfield. The odds ratio was 13.807, suggesting far
greater odds of experienced pilots sustaining this type of accident, although the
95% confidence interval is extremely wide (1.85 — 102.9).

The distribution of seminal event occurrence across the six high-level flight
phases (broken down by pilot experience) is shown in table 2. It shows that of the
six high-level phases general flying included most seminal accident events. The
distribution of injuries shows that the launch phase and the general flying phase
contained seminal events that led to the most severe accidents. From finer-
grained analysis using the sub-phases described in figure 2, it was found that for
the launch phase, the rotation into the climb was associated with most fatalities
(3) and the recovery to speed after release was associated with most serious
injuries (4). For the general flying phase most injuries occurred during ridge
soaring (1 fatality, 2 serious and 5 minor injuries). The search/descent and final
glide stages also had high numbers of injuries (3 serious and 4 minor).
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Table 2

Totals, frequencies, and injuries categorized by where the seminal event was
deemed to have taken place, in terms of the six higher level flight phases. Launches
per accident are calculated from exposure data. The exposure data for pilots with
10 or fewer hours PIC was derived from the data published in Jarvis & Harris

(2007).
High II:‘eh\;esIeFllght Injuries totals 10 or fewer hours experience More than 10 hours
2 5 5 2 b
c = c
o 9 o2 E5 ) =
T 3 ¢ g 83 88: g 83
£ g = s 28 =28° © 3
(%) T S ®© Tol = © S5 ®
5 3 > g 5 g
1. Pre-flight 1 1 2 3 9,975 +1,792 12 134,151
2. Launch 4 2 9 2 14,962 + 2,688 39 41,277
3. General flying 2 9 12 1 29,924 + 5,377 93 17,310
4. Circuit 1 0 5 3 9,194 +1,792 68 23,674
5. Approach 0 3 12 1 2,720 + 489 61 26,390
6. Landing 0 1 4 8 3,741 + 672 58 27,755

For initial comparison of the two pilot experience groups, odds ratios were
calculated between the groups for accident involvement in all 6 flight phases. An
example of the cross-tab data for one test would be the total number of accidents
with the seminal event in the landing phase against the total number of accidents
without, all split by the two pilot groups. This was done six times; once for each of
the flight phases. Only two phases resulted in significantly different odds between
the two groups (i.e. where the 95% confidence interval did not include 1). These
were the approach phase (Odds ratio: 2.864, in favour of inexperienced pilots
having such accidents, with a 95% confidence interval from 1.28 to 6.42) and the
general flying phase (Odds ratio: 10.55, in favour of experienced pilots having
such accidents, with a 95% confidence interval from 1.41 to 78.765).

However, these results only show the odds of one type of accident occurring
in relation to other types. They do not show the actual likelihood of these accidents
occurring on a given flight. For this analysis, accident rates were required for both
pilot groups, and all flight phases.

Accident rates were calculated for comparison of accident occurrence by flight
phase seminal event between the two pilot groups. In the phases of flight where
high numbers of accidents were observed, a more detailed analysis was per-
formed. The rates across the six high-level flight phases (broken down by pilot
experience) are shown in Table 2.

Whereas approach and landing were associated with the highest accident
rates within the 10 or fewer hours group, the general flying and circuit phases had
the highest accident rates within the experienced pilots’ group. The general flying
phase was the only phase where the accident rate for the over 10 hours group was
higher than the 10 or fewer hours group (estimated at 1 launch in 17,310 against 1
in 29,924 for the 10 hours and fewer experience group). Fine-grained analysis of
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the over 10 hours group showed that element 3c (search/descent) accounted for
40 seminal events in the general flying phase (43% of that category) by far the
largest element. No seminal events appeared in this phase for the 10 or fewer
hours experience group, and further analyses were not undertaken owing to the
limited number of accidents.

The highest accident rate overall was associated with the inexperienced
pilots and having a seminal event during the approach phase (1 in 2,720 launches
by the mean estimate and one accident in every 3,209 launches by the lowest
estimate). Even the lowest estimate is over eight times that of the more experi-
enced group. The ne