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EXECUTIVE SUMMARY

Given that safety-critical real-time systems require deterministic behaviors in their
communication operations, specialized communication networks have been used in the areas of
avionics, defense, and space applications. This type of communication network is usually
expensive, has a nominal bandwidth and complex wiring configurations, and has limited
engineering support. On the other hand, with the advent of higher-performance computing and
communication systems, aircraft will have the capability to process an unprecedented amount of
information pertaining to performance, safety, and efficiency. Flight instruments will be
integrated to share information and to cooperate with each other. It is inevitable that a high-
speed and versatile network infrastructure will be required in the next generation of aircratft.

One commercial off-the-shelf technology, Ethernet, is seen as potentially attractive in avionics
systems due to its high bandwidth, low wire counts, and low cost. It has been used in the Boeing
777 to transmit non-flight-critical data and in the Boeing 767ER within a flight-critical display
system. However, there are many safety concerns when Ethernet is applied to flight-critical
systems. The inherent nature of the Ethernet protocols can easily result in nondeterministic
behavior and interference. These are significant technical hurdles that must be overcome before
Ethernet will be a viable candidate as an aviation databus technology.

Ethernet was not designed to carry time-critical data. It is inherently nondeterministic in nature,
and this is a factor that undermines its use in a time-critical system such as an avionics network.
The nondeterminism in Ethernet is due to its use of the carrier sense multiple access with
collision detection protocol for resolving bus contentions. Even in the presence of a collision-
free environment for data transfer, one cannot guarantee that a data packet will be delivered on
time. This is due to the fact that traffic in a real-time system tends to be bursty at times, and this
burstiness can lead to buffer overflows both at the source (the transmit and receive buffers
maintained by the Ethernet controller) and at the intermediate nodes, leading to packet loss.
Therefore, the standard Ethernet will have to be supplemented with additional solutions to
overcome this nondeterminism.

In this report, safety and certification issues of Ethernet-based aviation databuses are
summarized. Initially, the report focuses on the issues of deterministic operations of Ethernet
controller, device drivers, and communication stack, and possible solutions to avoid any adverse
effects. A brief analysis of the traffic generated by a typical avionics system comprised of
several avionics modules and applications is presented. This traffic analysis result can be used to
estimate the amount of traffic generated by avionics applications and their properties. Then
determinism in the communication system is discussed, and focus is placed upon the various
hardware and software factors that cause nondeterminism in the end-node, including topics such
as the use of Peripheral Components Interconnect-Direct Memory Access Ethernet controllers
and the communication protocol stack. The report discusses issues concerned with the
evaluation criteria for the qualification of Ethernet-based databuses. Several criteria are studied
in detail to consider certifiability of future avionics databuses. With the intent to be more
specific for the Ethernet-based aviation databuses, focus is placed upon four criteria: safety, data
integrity, performance, and configuration management. Finally, a communication subsystem to
support deterministic data delivery in Ethernet is illustrated. Using this prototype design as an
example, the specific avionics requirements that can be satisfied are described, and a list of test
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cases is provided. The example implementation is validated through the measurements of delay
parameters, such as the source and receiver latency and the end-to-end delay for a mix of
conforming and nonconforming traffic flows. The results of the performance evaluation show
that real-time, deterministic support can be provided on an Ethernet-based databus without any
changes to the underlying protocols or the hardware.
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1. INTRODUCTION.

In the 21% century, advancements in data processing are resulting in higher bandwidth
requirements. The speeds required are exceeding 10 megabits per second (Mbps) and the
standard that is now being considered is one for 100 Mbps. Aviation is also moving from the use
of low-bandwidth data to high-bandwidth data. Next-generation warning systems, for example,
may want to combine map and air traffic data, terrain information, weather radar returns,
information on man-made obstacles, and imagery on the airport environment, and finally fuse
this information into single three-dimensional representation. The need for speedier
communication to handle future growth requirements of avionic applications, such as the
automatic dependent surveillance-broadcast (ADS-B) and Future Air Navigation System (FANS)
warrant a move towards the use of a high-bandwidth databus as the communication medium in
aircraft. Ethernet provides such a bandwidth and is being considered by aircraft and avionics
manufacturers for current and future technologies. This report will consider its benefits and its
safety and certification concerns. Potential solutions to these concerns will be presented and
analyzed. As a two-phase research effort, the first phase focused on evaluating several
approaches, while in the second phase, these approaches were implemented and results analyzed.

1.1 ABRIEF OVERVIEW OF ETHERNET.

Ethernet was developed at Xerox in 1973 as a part of a research program on personal
workstations and distributed systems [1]. Ethernet is a simple or branching bus-like network that
uses low-loss coaxial cable linked by repeaters. It has a carrier sense, multiple access with
collision detection (CSMA/CD) network classification. The most common way of carrying out
the CSMA/CD communications is by broadcasting packets of data on a cable that is accessible to
all the stations on the network. All stations are continually listening to the cable for packets that
are addressed to them. To avoid packet collision, Ethernet implements three mechanisms: (1)
carrier sensing, (2) collision detection, and (3) back off [1]. In carrier sensing, the interface
hardware at each station listens for the existence of a signal in the cable. For collision detection,
the sending station also listens on its input port to make sure that the message sent and received
is the same. Back off occurs when a collision is detected and a jamming signal is sent. Back off
is the process of waiting for a period of time before retransmitting the message [1].

The standard for Ethernet is Institute of Electrical and Electronic Engineers (IEEE) 802.3. There
have been three major standardization efforts with the IEEE 802.3 standard. The 1990 version
operated at a maximum of 10 Mbps and is commonly known as 10BaseT. The 1995 version
operated at a maximum of 100 Mbps and is commonly referred to as 100BaseT [2]. In 1998, the
Gigabit Ethernet was standardized. It operates at a maximum of 1 gigabit per second. The
gigabit Ethernet is compatible with the slower Ethernets [3].

As mentioned earlier, Ethernet uses a broadcast delivery mechanism in which each data packet
transmitted on the physical medium is received by all stations. It is also possible, however, to
transmit data packets to a single station or to a subset of the stations on the network. When a
data packet is sent to a single station on the network, the packet is said to be unicast. When the
data packet is sent to a subset (or a group) of the stations on the network, it is said to be
multicast. Broadcasting is basically a subset of multicasting.
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1.2 WHY ETHERNET IS BEING PROPOSED FOR USE ON AIRCRAFT.

Ethernet is attractive in the avionics world. It promises to accommodate future systems’
bandwidth demands, increase flexibility in avionics design and procurement, and reduce aircraft
wire counts, thus lowering aircraft weight and operating costs. The use of Ethernet technology
translates into greater flexibility in avionics architecture design and lower aircraft construction
and operational costs. The most significant advantage of Ethernet (especially the 100-Mbps
Ethernet) is its ability to allow for aircraft systems’ bandwidth growth. Another attraction of
Ethernet is its promise to free avionics data transfer in integrated avionics systems from the
logistical limitations of a backplane bus of the special-purpose communications bus, linking
computing modules inside of a physical enclosure. So in the future, Ethernet will likely replace
the backplane bus for at least some aircraft.

1.3 WHY THIS RESEARCH IS NEEDED.

Avionics Ethernets need to guarantee and control bandwidth allocation to users on the network
and ensure that the right data arrives at the right destination at the right time. There will be some
extra electrical requirements on the cable, which also need to be considered to support the higher
frequencies [4]. There are many safety concerns, however, when Ethernet is applied to flight-
critical systems.  The inherent nature of the Ethernet protocols can easily result in
nondeterministic behavior. This and the electrical requirements together form significant
technical hurdles that must be overcome before Ethernet will be a viable candidate as an aviation
databus. This report focuses on the safety concerns of Ethernet-based aviation databuses.

1.4 AN OVERVIEW OF THIS RESEARCH PROJECT.

The purpose of this research project was to provide a comprehensive investigation of the safety
and certification issues of Ethernet-based aviation databuses. The goal is to address the
nondeterminism of Ethernet and identify mechanisms to incorporate determinism into the
network. To this end, design and test approaches of assuring reliable, accurate, and real-time
communication services using commercial off-the-shelf (COTS) Ethernet hardware and software
methods were examined. Through test experiments and model analyses of real-life avionics
applications, an improved understanding of the potential safety issues was gained and
enlightened guidance relative to network structures and operations is provided. Collaborative
relationships with standards working groups, the aerospace industry, and regulatory agencies
were established. Through this process, the relevant concerns are being discussed and addressed,
and an industrywide effort to define a safe Ethernet-based aviation databus network has been
initiated by industry.

The principal results of this research were twofold: (1) a solution to overcome the
nondeterminism in Ethernet was found to be the use of a switched Ethernet topology, along with
traffic regulation, bandwidth restriction (guarantee and control of bandwidth allocation), and call
admission control and (2) Ethernet databus evaluation criteria were found within the categories
of safety, data integrity, performance, and continued airworthiness. The report can be used by
the certification specialist for Ethernet databus qualification during the certification process.
Also, the report can be provided to the designer as a reference for system design and
development.



This project was divided into two phases. Phase one addressed the theoretical background and a
review of several technical concerns and approaches carried out. Phase 2 addressed actual
implementation and testing of the proposed solution of phase 1. It also addressed the safety,
certification, and databus evaluation issues.

It should be noted that the Federal Aviation Administration (FAA) is sponsoring this research
effort; however, the results of the research do not constitute FAA policy or guidance. This
research is intended to explore the safety and certification concerns and consider potential
solutions. However, actual implementation of these potential solutions on real aviation projects
should be coordinated with the certification authorities, as with any certification project.

As with any hardware and software components, the safety process of using Ethernet as an
aviation databus began with an aircraft-level assessment of functions and hazards (using the
SAE/ARP-4761 approach [5]). The guidelines for development, including RTCA/DO-254 for
complex hardware and RTCA/DO-178B [6] for software were followed. In addition, several
fundamental issues, including scheduling, safety and fault-tolerance, were examined carefully
since Ethernet networks are designed for commercial non-safety-critical applications. To study
the safety features, the characteristics of Ethernet protocols were investigated in bus and
switched configuration, COTS Ethernet Media Access Control (MAC) silicon, network interface
cards (NIC), and switches (specially regarding deterministic transmission-reception operations,
temporal and spatial protection, and real-time guarantees).

Also, the issues related to the test strategy of Ethernet-based aviation databuses were
investigated. A workload generator, which synthesizes traffic load profiles from avionics
applications, was developed as part of this test strategy. Instead of using real airborne
instruments, the communication specification of several real-life avionics applications, including
autopilot, electronic flight instrument system (EFIS), flight management computer system
(FMCS), and communication radio, were analyzed to establish a profile of message
characteristics. This approach allows scaling the communication requirements and adjusting the
traffic loads based on anticipated applications. The synthesized workload can then be supplied
to Ethernet-based aviation databuses under various workload parameters. The other tools, which
provide fault injection and performance measurement, are also useful for the certification and
development phases.

As stated previously, through this project, it is endeavored to provide a solution to overcome
nondeterminism in Ethernet. More precisely, efforts have concentrated on the following:

. Analysis of systemwide and nodewise traffic generation to understand the load on the
system (as a whole) and the traffic generation patterns on a per node basis.

o Study of the factors contributing to nondeterminism in the nodes as well as in the
Ethernet medium used by the nodes for communication.

. Study of schemes (both hardware and software) through which determinism could be
incorporated both in individual nodes (end points of the network) and the intermediary
elements (switches) of the network.



When determinism is discussed in this report, it is meant in terms of the bounds that can be
achieved for such parameters that affect real-time traffic, such as delay and jitter. To obtain
performance bounds, a static approach is considered with which network traffic is smoothed and
regulated. Thus, the worst-case behavior and resource requirements can be predicted.

Phase 1 of this research was a concept study phase in which the possibilities of applying various
policies (e.g., scheduling of real-time communication packets) in the Ethernet as it exists today
were studied. Several approaches (both hardware and software) to introduce determinism in
Ethernet were identified and analyzed. Below is a summary of the tasks carried out towards the
development of a deterministic Ethernet framework (the rationale for each will be discussed in
this report).

. The communication subsystem (a software process) residing on each node in the network
was developed. All traffic sent by the concerned avionic application and intended for
another similar application passes through this communication subsystem.  This
subsystem bounds the delay experienced by a data packet at the end-nodes. Thus, it
addresses the issue of incorporating determinism at the individual nodes of the network.

. A new packet-scheduling algorithm, Earliest Deadline First-Round Robin (EDF-RR),
was developed for distributed real-time applications such as flight-critical applications.
According to the analysis of the delay bounds and buffer requirements obtained in the
appropriate switch architecture, EDF-RR is suitable for real-time communication.

o A new switching architecture called the Parallel Switching Architecture along with an
extension of the EDF-RR algorithm (Hierarchical-EDF-RR) was developed. It is a
solution to integrate unicast and multicast traffic scheduling in packet-switching networks
with guaranteed performance.

. Investigated the factors affecting nondeterminism in the host (node) (e.g., in the network
stack, Ethernet controller design, etc.) to minimize the overheads to real-time
communication caused by those factors.

The impetus in phase 2 was on implementing these approaches, testing the design with
appropriate data with a view to analyze the results, and defining the evaluation criteria for the
qualification of Ethernet-based aviation databuses. The following is a list of tasks carried out in
phase 2:

. Generic evaluation criteria were developed to certify future avionics databuses. Eight
generic evaluation criteria are described that are independent of the design and
implementation of any databus.

. Ethernet databus-specific evaluation criteria were developed to certify future Ethernet-
based aviation databuses. These are the subset of the above generic evaluation criteria.

. A detailed timing analysis of the communication subsystem was performed to obtain
precisely the execution budgets of the individual threads of the subsystem. Their effect
on the timely delivery of data in the network was determined and the approaches for
adequate resource reservation throughout the system was devised.
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A thorough analysis of some of the mechanisms used in the communication subsystem is
worked out in much greater detail. An example mechanism includes one to handle
incoming connection requests (Call Admission Control) and handling exceptions in the
system behavior.

A test bed was developed and used to disclose the characteristics of Ethernet-based
databuses. The suite includes tools for real-time traffic generation and performance
measurement. Sample test benchmarks were constructed based on practical applications.

A close collaboration with the FAA research team was extremely helpful in identifying the
acceptance criteria and in defining the functions of the test suite.

1.5 REPORT ORGANIZATION.

This report is organized as follows:

Section 2 gives a brief overview of the system architecture based on Ethernet databus.

Section 3 provides the brief analysis of the traffic generated by a typical avionics system
comprised of several avionics modules and applications. This study was done to estimate
the amount of traffic generated by avionics applications and to understand the traffic
patterns (such as data rates, packet length distributions, and burstiness). The effect of
unicasting and multicasting in such environment was also identified.

Section 4 describes the determinism in the communication system and focuses on the
various hardware and software factors that cause nondeterminism in the end-node,
including topics such as the use of Peripheral Components Interconnect-Direct Memory
Access (PCI-DMA)-based Ethernet controllers and the communication protocol stack.

Section 5 discusses the deterministic data communication and quality of service
(QoS)-related problems in packet-switching networks. A solution is proposed in terms of
switch architecture and service discipline to integrate unicast and multicast traffic
scheduling with guaranteed performance.

Section 6 describes the general acceptance criteria for the qualification of future avionics
databuses. It lists eight criteria required to evaluate any generic aviation databus.
Among these evaluation criteria, four are defined to be databus-specific. Hence, these
criteria are described in detail for Ethernet-based aviation databuses. These evaluation
criteria are used to describe how the avionics application requirements can be satisfied.

Section 7 describes the entire structure and model of an Ethernet-based aviation databus.
It explains the proposed communication subsystem model design, data flow within the
system, and implementation details of each component of the subsystem. The test
environment setup and test plan is also provided. Finally, the results of the
implementation are described. These results are evaluated by validating the performance
of each component of the communication subsystem.



. Section 8 concludes the report by summarizing major achievements of the project and
lists future research activities.

. Section 9 provides a list of references used throughout the research project.

. Section 10 is a list of related documentation.

. Section 11 is a glossary of key terms used in this report.

o Appendix A provides detailed analysis of the traffic generated during normal operation of

the aircraft. Appendix B describes the detailed design of prototype communication
subsystem. Appendix C gives an overview of output-queued and input-queued switches.
Appendix D tabulates the test plan, described in section 7, in detail.

1.6 FOCUS FOR READERS.

This report provides information for a variety of readers. Two of the targeted reader groups are
described below, with a suggested approach for reading this report.

1.6.1 Readers Concerned With Ethernet Databus Qualification.

The readers, concerned about the qualification of an aviation databus, should understand the
certification requirements of the aviation databus. The general acceptance criteria, and more
specifically, acceptance criteria defined for the Ethernet-based aviation databus (described in
section 6) will help such readers to evaluate the databus for avionics requirements. The avionics
application requirements and real-time communication framework requirements listed in section
6 will help these readers to validate the databus solution to be qualified. Before that, browsing
through sections 1 and 4 will also be helpful for these readers to understand the basic Ethernet-
based databus system model and the issues related to deterministic operations in Ethernet
databus.

1.6.2 Readers Concerned With Ethernet Databus Development.

The software architects, designers, and researchers, developing a solution for an Ethernet-based
real-time communication framework, should read sections 2 and 4 to understand the real-time
communication requirements and nondeterministic factors involved in the Ethernet-based
communication framework. The analysis of deterministic data communication described in