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EXECUTIVE SUMMARY

The safe and reliable operation of software within civil aviation systems and equipment has historically been assured through the application of rigorous design assurance applied during the software development process. Increasingly, manufacturers are seeking ways to use software that has been previously developed for other domains, has been previously certified for use in lower criticality aviation applications, or has been certified to earlier versions or different standards than those currently employed. Product service history is one method for demonstrating that such software is acceptable for use in a new application. In theory, product service history would seem to be a fairly simple concept, both to understand and to apply. However, in practice, such use has proved extremely problematic, as questions of how to measure the historic performance and the relevance of the provided data have surfaced. To date, no specific guidance has been produced to aid in the formulation of service history approaches beyond the limited discussion in DO-178B, “Software Considerations in Airborne Systems and Equipment Certification.” This research effort is designed to collect, analyze, and synthesize what is known and understood about evaluating product service history.

Two deliverables were produced as part of this research effort: a handbook and this report. The handbook, the contents of which are included within this report, is intended for use by both industry and the Federal Aviation Administration (FAA) in applying and evaluating service history arguments made for the purposes of obtaining certification credit. The handbook was limited in scope to cover only those items for which there is current supporting guidance within DO-178B. This technical report presents the results of this research effort for use by the FAA in formulating new guidance and prioritizing future research work in the area of product service history.

Using a taxonomy of questions derived from the definition of product service history in DO-178B, both quantitative and qualitative considerations are explored. This discussion is extended by inclusion of additional questions from other industries in which service history is used in evaluating software maturity. A set of worksheets is included for evaluating the relevance and sufficiency of service history data for possible certification credit.

Further extending the above taxonomy, gaps in the current guidance relative to each area of questions and the associated paragraphs in DO-178B are highlighted along with possible approaches to close these gaps. Following the discussion of the four parts of the product service history definition, a description of the relationship of process assurance and equivalent safety to product service history is provided. The report concludes with a research summary and suggestions for further actions stemming from this research effort.
1. INTRODUCTION.

1.1 PURPOSE.

This report, produced under a Federal Aviation Administration (FAA) research contract, discusses gaps in industry practice and knowledge of software service history for which further work is needed. It is closely related to the Service History Handbook that was also created as part of this research effort. This report is intended for use as a planning document for policy and guidance development, as well as follow-on research efforts in the areas of service history credit for certification and system approvals. Both the report and the handbook adopt the same questions-based approach to highlight specific areas of concern in the evaluation of service history data.

The primary subject of both the handbook and report is the provision of certification credit for software for which little is known about the design assurance and verification activities. Data from the development may be incomplete or inaccessible to those wishing to use the software in a safety-related application. Of particular concern are the differences between formal verification of the software and experience realized through service usage of the software.

While the handbook is intended for use by both the FAA and industry practitioners, this report is primarily for FAA use. It expands on a number of topics found in the handbook for the purposes of highlighting specific gaps and contradictions that were found during the course of the research effort. It also serves as the collection point for the raw data that was collected and reviewed during the execution of the service history contract. For completeness, the technical content of the handbook also appears in this document. This allows the report to stand alone.

1.2 SCOPE.

The scope of this report and the underlying research is restricted to software used in airborne applications. This would include avionics, electronic engine controls, in-flight entertainment systems, etc. While aviation-related use of software service history on the ground was not included, it is expected that many of the same issues apply.

While primarily focused in the area of software, it should be noted that many of the concerns and issues raised in the report might also be extended for application to complex electronic hardware.

1.3 BACKGROUND.

During the creation of DO-178B, product service history was identified as a possible alternative method for demonstrating compliance to one or more of the objectives in DO-178B. To date, use of this method has been limited due to both the difficulty in demonstrating the relevance and sufficiency of the product service history, as well as a lack of any consistent guidance for approaching such a demonstration. It is hoped that the results of this research may allow such guidance to be developed.

---

1 DO-178B is invoked by the FAA through Advisory Circular 20-115B. ED-12B, the EUROCAE equivalent of DO-178B, is similarly invoked by Temporary Guidance Leaflet (TGL) #4, by the Joint Airworthiness Authorities (JAA).
This report, along with the accompanying handbook, attempts to capture in one place what is known about the topic of product service history. Using the guidance provided in DO-178B as a starting point, other safety-critical industries were canvassed in an attempt to identify if service history was being used as part of system evaluations, and if so, in what manner. Similarly, other sources of guidance for the aviation industry were explored, most notably the work accomplished by Radio Technical Commission for Aeronautics (RTCA) Special Committees 180 and 190 (SC-180 and SC-190) and by the Certification Authorities Software Team (CAST).

SC-180, which produced DO-254, “Design Assurance Guidance for Airborne Electronic Hardware,” outlines how product service experience may be used “to substantiate design assurance for previously developed hardware and COTS components.” DO-254 was released in April 2000. DO-254’s treatment of product service experience is contained in two separate sections, 11.3 and Appendix B, paragraph 3.2. The guidance in 11.3 closely parallels the guidance in DO-178B for product service history. However, the guidance in the appendix requires additional design assurance for level A and B hardware if service experience is claimed. There is also a requirement to link any analysis of product service history experience into the functional failure path analysis for levels A and B. This is analogous to the tie back to system safety objectives required in 12.3.5 of DO-178B.

SC-190 is still an active committee, although their final work products are currently moving through editorial review as of the publication of this handbook. Their outputs include DO-248B and a guidance document for nonairborne Communication, Navigation, Surveillance/Air Traffic Management (CNS/ATM) ground systems. Within DO-248B, frequently asked question No. 19 and discussion paper No. 4 specifically address the use of product service history. The content of these items have been reflected in this handbook. Considerable discussion occurred in the SC-190 CNS/ATM subgroup on the establishment of a tiered approach to minimum service history duration based on criticality levels. No consensus could be reached on the minimum duration since the proposals were derived from the software reliability field that is not viewed by some to be a mature field.

CAST is comprised of representatives of certification authorities from Europe, Canada, and the United States. CAST meets regularly to discuss technical and regulatory matters related to the uniform interpretation of DO-178B and related guidance. CAST produced a position paper on the subject of product service history. Both the final paper and a number of earlier drafts were considered in the course of completing this research effort.

In addition to the aviation sources mentioned above, numerous references were reviewed from the nuclear, military, consumer products, and medical devices domains, as well as general software literature. The most mature treatment of the topics were found in Europe, most notably in standards published by the United Kingdom Ministry of Defense (MoD) and safety-consulting called Adelard. In addition to the written materials that were reviewed, a series of interviews were conducted with practitioners in these other fields to further explore exactly how the subject of service history was addressed in practice.

The final activity, prior to the actual creation of this handbook, was the conduct of a detailed breakout session during the FAA’s National Software Conference held in Boston, MA, in June
2001. Preliminary results of the study were shared and feedback was sought relating to specific issues arising from the product service history definition. Both the interviews and the breakout session served to validate the findings from the literature review and contributed greatly to the final contents of both the report and handbook.

1.4 THE RESEARCH EFFORT.

The research effort consisted of four basic steps: data collection, data analysis, data synthesis (including gap analysis), and gap closure plan development. Two deliverables were produced as a result of these activities, a handbook usable by both the government and industry in evaluating and applying the concept of product service history and a report (this document) capturing the overall results of the research effort along with any identified gaps in existing guidance and plans for closing those gaps.

Figure 1 illustrates the basic flow for the four activities.

Two taxonomies (see figure 2) were identified early on as a way to organize the research effort. The first of these involved the elements of the product service history definition. This taxonomy resulted in four specific areas of questions that were explored in depth. These were time, operations, environment, and problem reporting. The second taxonomy was intended to segregate the issues associated with evaluating product service history into regulatory, procedural, and technical components. While the first of these taxonomies worked well, the second was never fully realized. In reality, there is very little distinction that can be made between procedural and regulatory aspects of product service history. There is some value in separating out the technical aspects, which is accomplished in the research summary.
FIGURE 2. RESEARCH TAXONOMIES

Data collected in the first phase of the effort was analyzed and parsed using the taxonomy just discussed along with a series of questions related to the definition of product service history. A generic checklist, included as part of appendix A, was used to facilitate the data review and analysis process. The results of the data analysis were then used to populate the handbook. Where gaps were identified in the data, relating to how product service history could be evaluated, the gap was described and a possible approach to filling the gap was identified. This information was captured in the report as part of the data synthesis activity. A small number of interviews and a breakout session at the 2001 National Software Standardization Conference were used to validate the findings from these efforts. Final cleanup and assembly of both the report and handbook resulted in additional insights that are captured herein as possible future research areas.

1.5 RELATED ACTIVITIES/DOCUMENTS.

The following documents relate directly to the issues addressed herein and define the nature of the problem studied in this evaluation:

a. DO-178B/ED-12B
b. DO-254/ED-80
c. DO-248B/ED-94B
d. FARs and associated AC’s, most notably

- XX.1309
- XX.1301
- XX.901

where XX represents the aircraft type for example, 25.1309, 23.1309 etc.
In addition, FAA Notices 8110.85 and 8110.89 are relevant to this discussion. Finally, specific discussion papers presented at the RTCA SC-167 and SC-190 meetings were reviewed and considered. In many cases, these papers contained useful ideas that were not included in the final products of their associated committees due to a lack of consensus or the constraints placed on the committee.

1.6 DOCUMENT STRUCTURE.

This report follows a similar structure to that found in the handbook. The major discussions in sections 2 through 5 are repeated from the handbook and are annotated with additional notes. Two subsections are introduced for each element of section 3. The first of these subsections incorporates the relevant worksheet that addresses the question area and contradictions in the material related to that specific topic. The second subsection outlines gaps and steps that might be taken to close the gaps ranging from improved guidelines for use of product service history to follow-on research for identifying workable approaches. There are two appendices that capture the detailed work accomplished to develop both the handbook and this report. These include the full bibliography, research notes from the source review, and detailed notes from the interviews. A brief summary of the contents is provided here for reference.

Section 1 provides introductory material including the purpose, scope, background, and related documents.

Section 2 discusses DO-178B’s treatment of the Product Service History alternative method, as well as its definition.

Section 3 provides a detailed discussion of the elements that comprise the product service history definition.

Section 4 discusses the relationship of product service history to both process and product assurance.

Section 5 draws the various aspects of a product service history argument together for the purposes of illustrating how an equivalent level of safety argument might be made using product service history data.

Section 6 provides a summary of the research effort, as well as a set of recommendations to address systemic gaps.

Appendix A provides notes on data collection and data synthesis associated with the various sources (references, interviews, and the industry feedback session at the FAA Nation Software Conference).

Appendix B is the complete list of sources used in the literature search.

Note: Throughout both the handbook and the report, the language and the philosophy of DO-178B are retained. For example, the vocabulary used in various domains of this research is different from that used in DO-178B. Words such as in-service history, field data,
operating experience, operational history, proven-in-use data, and item history, are used for product service history. A translation has been performed to maintain commonality of terms with those used in DO-178B.

2. DO-178B FRAMEWORK.

With almost 20 years of usage by the airborne software community, DO-178 is the measure by which all airborne software in safety-critical applications is measured in civil aviation. As such, it is important that studies, such as this one, relate their findings back to DO-178B, and in particular, the processes identified in this guidance. Toward that end, every effort has been made to ensure that where gaps have been identified, the affected process and the corresponding objective evidence needed to demonstrate compliance with the process have been highlighted. Each proposal to fill the perceived gap has been placed in context of one or more DO-178B processes that would be satisfied once the gap is closed.

DO-178B outlines a total of 66 objectives that should be satisfied for software with the highest potential impact on safety in the event of its failure (Level A). Four additional levels of software are provided (Levels B through E), each with a decreasing number of objectives that must be satisfied as the potential safety impact is reduced. All of the objectives are described in the context of the software development process and a series of integral processes that cut across the entire software development effort. In addition, DO-178B discusses a small number of alternative methods for demonstrating compliance to 1 or more of the 66 objectives. Product service history is one such alternative method.

Note: The idea of software levels that correspond with specific levels of safety is maintained in both the handbook and the report. This tiered approach is common in other domains; however, the exact level definition may be slightly different. A translation was attempted for the purposes of comparison with and subsequent incorporation of specific approaches from these sources. However, difficulties in establishing system safety levels without using error rates prevented a recommendation of a tiered approach to product service history assurance.

2.1 THE DEFINITION OF PRODUCT SERVICE HISTORY.

DO-178B defines product service history as “a contiguous period of time during which the software is operated within a known environment, and during which successive failures are recorded.” This definition has three major components:

- Problem reporting
- Environment
- Time

For the purposes of this report, the environment component has been subdivided into two pieces, one focused on external operations such as operating modes, people, and procedures; and the second focused on computing (hardware environment) aspects of the software. Likewise, the problem reporting component has been broadened to include all facets of configuration management as they relate to the use of product service history.
DO-178B, Section 12.3.5, states that the acceptability of any argument predicated on the use of product service history depends on six items:

- Configuration Management of the Software
- Effectiveness of Problem Reporting Activity
- Stability and Maturity of the Software
- Relevance of Product Service History Environment
- Actual Error Rates and Product Service History
- Impact of Modifications

A total of 11 specific guidance statements are then provided for the purposes of evaluating and demonstrating that these six items have been satisfied. These 11 items (a through k), are discussed in section 2.2 of this report in the context of one or more elements of the definition of product service history.

2.2 ANALYSIS OF PRODUCT SERVICE HISTORY IN DO-178B.

The following table was constructed as a result of analysis of current guidance given in DO-178B, Section 12.3.5. Each item in this section was studied to understand what questions must be asked to get pertinent information and what additional considerations are not discussed directly in DO-178B. The taxonomy described in section 1.4 of this document (problem reporting, operation, environment, and time) is used to classify the contents of DO-178B, Section 12.3.5. A preliminary set of questions was derived during this analysis; these questions were later improved as gaps were recognized. The completed sets of questions within each taxonomy appear as worksheets in section 3.
<table>
<thead>
<tr>
<th>DO-178B Section 12.3.5 Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. The applicant should show that the software and associated evidence used to comply with system safety objectives have been under configuration management throughout the product service history.</td>
<td>If this evidence for safety objectives is missing or noncompliant, there is no work around. The service history data that is associated with software that is not configuration controlled should not be used as evidence since there is no confidence in the data or software. There is no basis for computing error rates.</td>
<td>1. Are the software versions tracked during the service history duration? 2. Are problem reports tracked with respect to particular versions of software? 3. Are problem reports associated with the solutions/patches and an analysis of change impact? 4. Is revision/change history maintained for different versions of the software? 5. Have change impact analyses been performed for changes?</td>
<td>Question of Problem Reporting</td>
</tr>
<tr>
<td>b. The applicant should show that the problem reporting during the product service history provides assurance that representative data is available and that in-service problems were reported and recorded and are retrievable.</td>
<td>If this evidence is unsatisfactory, the significance of available service history data is reduced. There are a number of issues regarding the integrity of problem reporting system: the vendors’ self-interest in not publishing all of the problem data, not all of the data may be reported, not all of the data may be recorded. In case there are doubts as to whether “representative” data are available, the available data may be used for finding out if there were safety critical problems during the service history duration without taking credit for certification. Although this item is describing the elements of configuration control, the guidance does not directly state that the problem reports need to be under configuration control.</td>
<td>1. Were in-service problems reported? 2. Were all reported problems recorded? 3. Were these problem reports stored in a repository from which they can be retrieved? 4. Were in-service problems thoroughly analyzed and are those analyses included or appropriately referenced in the problem reports?</td>
<td>Question of Problem Reporting</td>
</tr>
<tr>
<td>DO-178B Section 12.3.5 Reference</td>
<td>Observations on DO-178B Section 12.3.5</td>
<td>Software Service History Questions</td>
<td>Question Category</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------</td>
<td>-------------------</td>
</tr>
</tbody>
</table>
| c. Configuration changes during the product service history should be identified and the effect analyzed to confirm the stability and maturity of the software. Uncontrolled changes to the Executable Object Code during the product service history may invalidate the use of product service history. | This point is also dealing with the integrity of the problem data, in terms of whether the software was under configuration control. Without configuration control, the problem reports cannot be associated with specific versions of the software. Uncontrolled changes to software also indicate deficiencies in the development process. | 1. Is each problem report tracked with its status of whether it is fixed or open?  
2. If a problem was fixed, is there a record of how the problem was fixed?  
3. Is there a record of the new version of software with the new release after the problem was fixed?  
4. Are there problems with no corresponding record of change in software version?  
5. Does the change history show that the software is currently stable and mature? | Question of Problem Reporting |
| d. The intended software usage should be analyzed to show the relevance of the product service history. | If there are fundamental differences in the usage, the product cannot be used in the proposed environment and there will not be any need to use the service history. In some cases, additional code, in the form of a “wrapper” or “glue code,” may be needed to integrate the existing software into the new operating environment. In this case, the effect of this additional code on the relevance of the service history should also be considered. | 1. Is the intended software operation similar to the usage during the service history? (Its interface with the external “world,” people, and procedures.)  
2. Have the differences between service usage and proposed usage been analyzed? | Questions of Operation and Environment |
| e. If the operating environments of the existing and proposed applications differ, additional software verification should confirm compliance with the system safety objectives. | There is no guidance on what elements of the two operating environments need to be compared. There exists a dilemma in the case of multiple copies of the product being used in many diverse operating environments, service history in a dissimilar environment may actually give a larger coverage of input/output space and thus resulting in problem reports, which may not have been written up if the product was executed only in a similar environment. | 1. If the input/output domains differ between service history duration and intended use, has there been an analysis of what functions are covered by the service history?  
2. Is the hardware environment of service history and the target environment similar?  
3. Is the product compatible with the target computer without | Question of Operation and Environment |
## TABLE 1. ANALYSIS OF DO-178B, SECTION 12.3.5 (Continued)

<table>
<thead>
<tr>
<th>DO-178B Section 12.3.5 Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>This circumstance has a larger probability of weeding out latent errors, although the service history in a dissimilar environment may not be used for error rate calculations.</td>
<td>making modifications to the product software?</td>
<td>Questions of operation, environment, and problem reporting</td>
</tr>
<tr>
<td></td>
<td>f. The analysis of configuration changes and the product service history environment may require the use of software requirements and design data to confirm the applicability of the product service history environment.</td>
<td>1. Is the data needed to analyze the similarity of environment available? (Such data are not usually a part of problem data.) 2. If not, have the software requirements and design data been reviewed to support the service history claim?</td>
<td></td>
</tr>
<tr>
<td>g. If the software is a subset of the software that was active during the service period, then analysis should confirm the equivalency of the new environment with the previous environment and determine those software components that were not executed during normal operation.</td>
<td>This item does not discuss what happens to functions that are not going to be used in the proposed application. Assurance requirements for dead code or deactivated code in DO-178B may apply, depending upon the technique used to prevent the usage of these functions.</td>
<td>1. Are only some of the functions of the proposed application used in service usage? 2. Is there a gap analysis of functions that are needed in the proposed application but have not been used in the service duration?</td>
<td>Questions of Operation and Environment</td>
</tr>
</tbody>
</table>

Note: Additional verification may be needed to confirm compliance with the system safety objectives for those components.
### TABLE 1. ANALYSIS OF DO-178B, SECTION 12.3.5 (Continued)

<table>
<thead>
<tr>
<th>DO-178B Section 12.3.5 Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
</table>
| h. The problem report history should be analyzed to determine how safety-related problems occurred and which problems were corrected. | If safety-related problems are still pending, the analysis must show that the problem is not an issue for the intended application. This is generally a difficult issue since, if the operational environment is similar, the safety critical problem is of significance; if the operational environment is not similar, then the service history is not of consequence. | 1. Are all problems within the problem report repository classified?  
2. Are safety-related problems identified as such?  
3. Can safety-related problems be retrieved?  
4. Is there a record of which problems are fixed and which problems are left open?  
5. Is there enough data after the last fix of safety-related problems to assess that the problem is solved, and that no new safety-related problems have surfaced?  
6. Do open problem reports have any safety impact? | Question of Problem Reporting |
| i. Those problems that are indicative of an inadequate process, such as design or code errors, should be indicated separately from those whose cause are outside the scope of this document such as hardware or system requirements errors. | The level of detail that is required here for logging problem reports with their solutions and the source of errors may itself indicate good engineering practice. A lack of sufficient information may be indicative of an inadequate process. | 1. Are the problem reports and their solutions classified to indicate how a fix was implemented?  
2. Is it possible to separate those problems that caused a design or code correction?  
3. Is it possible to separate the problem reports that were fixed in the hardware or change of requirements? | Questions of Problem Reporting and Environment |
| The data described above and these items should be specified in the Plan for Software Aspects of Certification:  

j. (1) Analysis of the relevance of the product service history environment | Analysis of the relevance of the product service history environment is discussed in items d, e, f, g, and i. | All questions on similarity of usage and operational environment associated with these items apply. | Questions of Operation and Environment |
## TABLE 1. ANALYSIS OF DO-178B, SECTION 12.3.5 (Continued)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
</table>
| **DO-178B Section 12.3.5** | The data described above and these items should be specified in the Plan for Software Aspects of Certification: | Item j (2) has a requirement for calculating the length of service history duration by taking into consideration the number of hours of service, similar operation, and the number of independently operating copies. However, the independence here is not fully applied. It is inferred that the independence in operation should result in statistically independent error rates. The definition of normal operation is also left up to the applicant. This definition should be consistent with the proposed use of the software. | 1. What is the definition of service period?  
2. Is the service period defined appropriate to the nature of software in question?  
3. How many copies of the software are in use and being tracked for problems?  
4. Are the input/output domains the same?  
5. What was the criterion for evaluating the service period duration?  
6. What is the definition of normal operation time?  
7. Does the service period include normal and abnormal operating conditions?  
8. Is the definition of normal operation and normal operation time appropriate to the product? | Question of Time, Environment, and Operation |
| **Reference** | | | |
| j. (2) Length of Service period and rationale for calculating the number of hours of service, including factors such as operational modes, the number of independently operating copies in the installation and in service, and the definition “normal operation” and “normal operation time.” | Item j (3) is not referenced directly in any of the other items; there is a reference to classification of problems in item h where the classification does not go beyond whether the problem was safety related. Definition of errors here refers to how errors were defined in the service history data. It is important that this definition have an acceptable rationale, and also, that the definition should have been applied to all of the problems consistently throughout the service history duration. | 1. Was there a procedure used to log the problem reports as errors?  
2. What was the reasoning behind the contents of the procedure?  
3. Is there evidence that use of this procedure was enforced and used consistently throughout the service history period? | Question of Problem Reporting |
<p>| <strong>The data described above and these items should be specified in the Plan for Software Aspects of Certification:</strong> | | | |
| j. (3) Definition of what was counted as an error and rationale for that definition. | | | |</p>
<table>
<thead>
<tr>
<th>DO-178B Section 12.3.5 Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>The data described above and these items should be specified in the Plan for Software Aspects of Certification: j. (4) Proposed acceptable error rates and rationale for the product service history period in relation to the system safety and proposed error rates.</td>
<td>Acceptable methods for computing error rates are not stated in DO-178B. The requirement that this has to be forecast in relationship with the system safety is in direct conflict with the idea that software reliability measures cannot be used to justify safety, nor can these numbers be used in system safety analysis. The duration that is used in the equation for computing error rates can be varied. If data exists from many application environments but only a few of these environments are similar to the target environment, not all available errors or the duration can be used in the error rate computation. In that case, if there were noted safety problems in the applications that are not considered in the error rate, should we be concerned? Common sense dictates that we should be. However, if we do not use this data in the error rate, how can we consider these problems?</td>
<td>1. Do you have a proposed error rate, justifiable and appropriate for the level of safety of proposed usage, (before analyzing the service history data)? 2. How do you propose that this error rate be calculated (before analyzing the service history data)? 3. Is the error rate computation appropriate to the application in question? Note: (Error rates may be computed in a number of different ways, such as total errors divided: • by time duration • by number of execution cycles • by number of events such as landing • by flight hours • by flight distance • by total population operating time • by number of hours during which the product is expected to perform (Other definitions for error rates may be used depending upon the particular usage.)</td>
<td>Questions of Time, Operation, Environment, and Problem Reporting</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>DO-178B Section 12.3.5 Reference</th>
<th>Observations on DO-178B Section 12.3.5</th>
<th>Software Service History Questions</th>
<th>Question Category</th>
</tr>
</thead>
</table>
| k. If the error rate is greater than that identified in the plan, these errors should be analyzed and the analyses reviewed with the certification authority. | Same issues as in item j (4) above exist for this item. Unless a method for using error rates in system safety assessment is established, this item cannot be resolved objectively. Also, there is no mention here of whether the errors were safety related or not. High error rates of nonsafety problems cannot have the same weight as the low error rates of safety problems. Although, item h deals with an analysis of safety problems and the problems that may not have been fixed, the analysis is not required to be used in the review of error rates. Error rates during normal operation within the service history duration are usually large soon after deployment of major corrections and releases. It is not clear whether the referenced error rates are over the span of the entire period of service history or a selected section such as in the last year of usage. Although impact of modifications is cited as one of the considerations in the acceptability of service history for certification credit (in the lead in paragraph of section 12.3.5), it is not referenced in the determination of error rates. For example, error rates can be computed for every version of the software product or it can be computed for all versions combined. This relates to the problem of what are the rules for computing the time duration, i.e., the rules for resetting the clock. This also brings up the point of whether the applicant can choose to use only the last 2 years of contiguous service history during which the software may be more stable compared to the very first fielding of the product. The guidance is silent on how long is long enough for a particular level, whether the length of service history is important, definition of error rates, definition of stability, and how to use error rates in system safety assessment to arrive at what rates are acceptable for a given criticality level. | 1. What is the actual error rate computed using the service history?  
2. Is this error rate greater than the proposed acceptable error rate defined in PSAC, according to J(4)?  
3. If the error rate is greater, was analysis conducted to reassess the error rates? | Question of Problem Reporting |
DO-178B uses the term previously developed software (PDS) to describe software that falls in one of three categories:

- Commercial Off-The-Shelf (COTS) software,
- Software developed to a standard other than DO-178B, and
- Software developed prior to DO-178B.

By this definition, it is hard to imagine an instance when a product service history argument will be made on software other than PDS. DO-178B provides specific guidance for PDS that should be used in conjunction with the contents of this report when seeking certification credit. Combining alternative methods to meeting one or more objectives is best accomplished by conducting a gap analysis designed to determine where data may be insufficient to clearly demonstrate compliance with the objective. Such an approach is described in DO-248, discussion paper No. 5.

The DO-178B definition of product service history is very similar to the IEEE definition of reliability, which is “the ability of a product to perform a required function under stated conditions for a stated period of time.” It should also be noted that DO-178B states the following paragraphs regarding software reliability:

Section 2.2.3: “Development of software to a software level does not imply the assignment of a failure rate for the software. Thus, software levels or software reliability rates based on software levels cannot be used by the system safety assessment process as can hardware failure rates.”

Section 12.3.4: “During the preparation of this document, methods for estimating the post-verification probabilities of software errors were examined. The goal was to develop numerical requirements for such probabilities for software in computer-based airborne systems or equipment. The conclusion reached, however, was that currently available methods do not provide results in which confidence can be placed to the level required for this purpose. Hence, this document does not provide guidance for software error rates. If the applicant proposes to use software reliability models for certification credit, rationale for the model should be included in the Plan for Software Aspects of Certification, and agreed with by the certification authority.”

The effect of these two statements has been a virtual moratorium on the application or even exploration of software reliability as an alternative method for satisfying DO-178B.

This creates an inherent difficulty for the product service history approach as well, since service history arguments are largely predicated on the residual error rates or the probability of latent software errors remaining after verification. The authors of DO-178B side-stepped this issue by allowing certification credit for service history based on qualitative assessments of the sufficiency and relevancy of the product service history.
3. THE ELEMENTS OF PRODUCT SERVICE HISTORY.

As noted in the previous section, the topic of product service history may be examined by looking at the various elements that comprise its definition. For the purposes of this report, four components were defined: problem reporting, operations, environment, and time. Considering each of these components separately results in different but interrelated sets of questions that must be asked when the use of product service history is being considered. The questions have been broken into these classes only to simplify the problem. Answers to these questions must satisfy both the relevancy and sufficiency criteria discussed in Section 12.3.5 of DO-178B.

This section provides a discussion of each set of questions arising from the product service history definition. One representation of these questions is provided in the form of worksheets. While these worksheets may be adapted or tailored to fit a particular project, users are cautioned to maintain an objective view when evaluating service history data. As illustrated in the sections below, even subtle changes in any one of the four areas can lead to unpredictable results when software is used in a new system or in a way not originally envisioned.

3.1 QUESTIONS OF PROBLEM REPORTING.

Questions of problem reporting are primarily the same as ones faced in configuration control and management. All of the elements of DO-178B Section 11.4, Software Configuration Management (SCM) Plan, apply. The problems have to be uniquely identified, they should be traceable to the version of software/product, a method of closing the problems must be defined, and closure of the problems must be accomplished with proper change control activity. Changes must be reviewed for priority of problems and change impact. Data on problems, corrections, and baselines must be kept under control to assure the integrity of data.

All of these activities are a natural part of a well-defined process. However, in the case of previously developed software (PDS), it is assumed that these activities are not visible to the user of the product. The vendor who is in charge of problem collection may not have a robust process. The vendor may not have a robust policy for classifying and prioritizing the problems. This is further exacerbated by multiple users employing the software in ways to which the vendor has no visibility.

When patches are installed, some users may install the patch, whereas many others may not. This means that some users are using the uncorrected version and some are using the corrected version. This results in a service history that cannot be treated as a monolithic block, rather, it must be distributed across the different versions. Only those versions with a clear similarity to the intended use may be used to arrive at the total product service history. There are numerous reasons affecting problem report classification and accuracy including:

- Not all users may be using the product per the user manual.
- Vendors may not have a complete, consistent, or accurate way of identifying those problems attributable to software.
- Not all users may be reporting all of the problems.
• Users may find work-around procedures and thus stop reporting all occurrences.

• Vendors may not require subsequent occurrences of a problem to be reported.

• Vendors may treat problems found internally differently from those found by their customers, thus underreporting the total number of problems experienced.

Problems may also be introduced while fixing other problems. Such problems should also be logged once the product is fielded. If some of the problems are unique to a particular small sector of users, the vendor may not fix the problem or may selectively provide a patch. Attention must be paid to the number and type of open problems. A vendor’s policy for choosing which errors are to be fixed should also be noted in the qualitative assessment. A vendor may place priority on non-safety-critical problems reported by a large sector of users over safety-critical problems reported by a small sector of users.

Assignment of version numbers and tracking the operating versions of the product to be traced to the problems is a difficult task. If vendors provide patches for their software or frequently introduce revisions to the field, this must be taken into account in arriving at the total number of versions for which service history is valid, and for which the total service periods can be combined.

Visibility into how problems were fixed may be of use when the solutions affect the usage of the product in a safety-critical application (whether requirements were compromised, new assumptions were made, new requirements were added, new design features were added, change-impact analysis was conducted, list of affected requirements/assumptions are provided to user, any effect on hardware is noted, etc.).

Some vendors may be following certain regulations or policy regarding configuration control of the problem reporting process. Such policies may help in determining if service history data is clean. Some problems may also be corrected in periodic upgrades of the product. It is important to understand the vendor’s policy for dissemination of patches, warnings, work-arounds, and upgrades. After a new version is disseminated, spikes in error rates need to be traced to assess the complexity of changes, the quality of change-impact analysis, the quality of the vendor’s verification process, and the diversity of the product usage.

3.1.1 Individual Questions to Consider.

The key questions to be addressed in the area of problem reporting and configuration management for the purpose of establishing the minimum objective criteria for using service history include a good consistent definition of problems, classification of problems, tracking with respect to software versions, and tracking with respect to solutions.

Table 2 provides a set of questions in the form of a worksheet that may be used to evaluate the relevance and sufficiency of problem report/configuration management using the data available from product service history. Further, this table indicates where there are gaps in DO-178B
guidance with respect to problem reports and analyses that should be performed for calculation of error rates.

The following considerations, based on Section 12.3.5 of DO-178B, were used in formulating the questions in table 2:

- Data available on problems
- Data derivable from the problem reports
- Analysis to be performed
- Indications of supplemental verification

**TABLE 2. WORKSHEET FOR QUESTIONS OF PROBLEM REPORTING**

<table>
<thead>
<tr>
<th>Area:</th>
<th>Problem Reporting/Configuration Management</th>
<th>Software Being Evaluated:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project:</td>
<td>Evaluator:</td>
<td></td>
</tr>
<tr>
<td>Date:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 12.3.5 a and c</td>
<td>Are the software versions tracked during the service history duration?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. 12.3.5 a and c</td>
<td>Are problem reports tracked with respect to particular versions of software?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. 12.3.5 a</td>
<td>Are problem reports associated with the solutions/patches and an analysis of change impact?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. 12.3.5 a</td>
<td>Is revision/change history maintained for different versions of the software?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. 12.3.5 a</td>
<td>Have change impact analyses been performed for changes?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. 12.3.5 b</td>
<td>Were in-service problems reported?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. 12.3.5 b</td>
<td>Were all reported problems recorded?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. 12.3.5 b</td>
<td>Were these problem reports stored in a repository from which they can be retrieved?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. 12.3.5 b</td>
<td>Were in-service problems thoroughly analyzed and/or those analyses included or appropriately referenced in the problem reports?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>Are problems within the problem report repository classified?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DO-178B Reference</td>
<td>Question</td>
<td>Response</td>
<td>Issues</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>11.</td>
<td>If the same type of problem was reported multiple times, were there multiple entries or a single entry for a specific problem?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>If problems were found in the lab in executing copies of operational versions of software during the service history period, were these problems included in the problem reporting system?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.</td>
<td>12.3.5 c Is each problem report tracked with the status of whether it is fixed or open?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14.</td>
<td>12.3.5 c If the problem was fixed, is there a record of how the problem was fixed (in requirements, design, code)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.</td>
<td>12.3.5 c Is there a record of a new version of software with new release after the problem was fixed?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.</td>
<td>12.3.5 c Are there problems with no corresponding record of change in software version?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17.</td>
<td>12.3.5 c Does the change history show that the software is currently stable and mature?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.</td>
<td>Does the product have the property of exhibiting the error with a message to the user? (Some products may not have error trapping facilities, so they may just continue executing with wrong results and with no indication of failure.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.</td>
<td>Has the vendor (or the problem report collecting agency) made it clear to all users that problems are being collected and corrected?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.</td>
<td>12.3.5 h Are all problems within the problem report repository classified?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21.</td>
<td>12.3.5 h Are safety-related problems identified as such? Can safety-related problems be retrieved?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22.</td>
<td>12.3.5 h Is there a record of which safety problems are fixed and which problems are left open?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DO-178B Reference</td>
<td>Question</td>
<td>Response</td>
<td>Issues</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>12.3.5.h</td>
<td>Is there enough data after the last fix of safety-related problems to assess that the problem has been corrected and no new safety-related problems have surfaced?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5h</td>
<td>Do open problem reports have any safety impact?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is there enough data after the last fix of safety-related problems to assess that the problem is solved and no new safety-related problems have surfaced?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 i</td>
<td>Are the problem reports and their solutions classified to indicate how a fix was implemented?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 i</td>
<td>Is it possible to trace particular patches with release versions and infer from design and code fixes that the new versions correspond to these fixes?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 i</td>
<td>Is it possible to separate the problem reports that were fixed in the hardware or change of requirements?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are problem reports associated with the solutions/patches and an analysis of change?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>If the solutions indicated a change in the hardware or mode of usage or requirements, is there an analysis of whether these changes invalidate the service history data before that change?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Is there a fix to a problem with changes to software but with no record of the change in the software version?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 j(2)</td>
<td>Is the service period defined appropriate to the nature of software in question?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 j(2)</td>
<td>How many copies of the software are in use and being tracked for problems?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 j(2)</td>
<td>How many of these applications can be considered to be similar in operation and environment?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.3.5 j(2)</td>
<td>Are the input/output domains the same between the service duration and the proposed usage?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 2. Worksheet for Questions of Problem Reporting (Continued)

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>36.</td>
<td>If the input/output domains are different, can they be amended using glue code?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37. 12.3.5 j(2)</td>
<td>Does the service period include normal and abnormal operating conditions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38.</td>
<td>Is there a record of the total number of service calls received during the period?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39.</td>
<td>Were warnings and service interruptions a part of this problem-reporting system?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.</td>
<td>Were warnings analyzed to assure that they were or were not problems?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41. 12.3.5 j(3)</td>
<td>Was there a procedure used to log the problem reports as errors?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42. 12.3.5 j(3)</td>
<td>What was the reasoning behind the contents of the procedure?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43. 12.3.5 j(3)</td>
<td>Is there evidence that this procedure was enforced and used consistently throughout the service history period?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>44.</td>
<td>Does the history of warranty claims made on the product match with the kind of problems seen in the service history?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45.</td>
<td>Have problem reports identified as a nonsafety problem in the original domain been reviewed to determine if they are safety related in the target domain?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 3.1.2 Identified Gaps and Gap Closure—Problem Reporting

There are considerable gaps in DO-178B’s treatment of problem reporting and configuration management as it relates to product service history.

- **Guidance on Error Detection/Reporting Methods**

  The product may not have the property of exhibiting an error with a message to the user or other external symptoms. Some products may not have error-trapping facilities, so they may just continue executing with wrong results with no indication of failure. Such systems will have very few errors logged as problem reports. The gap that needs to be filled here is to include questions on whether service interruptions were a part of this problem-reporting system. In addition, warnings (not necessarily error messages) need to be analyzed to assess if they were truly problems.
Guidance on Complete Reporting/Problem Report Format

It may not make good business sense to a vendor to publish a large number of problems. One cannot assume that all of the problems that were reported were logged into the problem-reporting system. One way to check if any of the problems were left out from the logs is to check if there is a record of a total number of service calls received during the period and check this number against the log entries. Also, logs should be inspected to understand what separates true software problems from user errors. If software errors are classified as system features and user errors, the number of problems will be lower.

There is no guideline in DO-178B for what constitutes an acceptable problem report. If the vendor had an acceptable policy on how to log problems as errors, logs should be examined to see if there is evidence that this policy was used consistently throughout the service history period. History of warranty claims made on the product should match with the kind of problems seen in the service history.

Guidance on Consistency in Assessing Safety Effects

If there are problem reports that are not fixed, the applicant needs to decide if there are safety-critical problems that are not fixed. To analyze the problem, one needs to understand the vendor’s policy on resolving problems. The concern is that if the problem is found by a minority group of users, the vendor may not fix the problem—even if it is a safety problem. Classification of problems may or may not show these errors as critical problems, depending upon the classification of problems.

Guidance on Correlation of Problem Reports to Specific Fixes

There is no guidance on how problem reports, the corresponding fixes, and the version of the software related to one another. If the solutions indicated a change in the hardware or mode of usage or requirements, problem reports should be associated with the solutions/patches and an analysis of change. There should be an analysis of whether these changes invalidate the service history data before that change. If there was a fix to a problem with changes to software but with no corresponding record of change in the software version, this indicates that the software was not under proper configuration control. If there is no log entry within the problem-reporting system, correlation of problem reports to software errors may not be possible. If the problems are not categorized, it may be impossible to tell if safety problems are fixed. Imposing an acceptable list of minimum data items that must exist in the vendor’s logs kept under configuration control can fill this gap.

Guidance on Consistent Policy for Documentation of Problem Reports

The analysis needs to consider the policy used for entry of problem reports. If the same type of problem was reported multiple times, there may be multiple entries or a single entry for a specific problem. A single entry for multiple occurrences of the problem will make the error rate smaller than it really is. On the other hand, if a user is impatient and
makes several calls for the same problem, these multiple calls may or may not be
distinguished in the problem logs. If problems were found in the lab in executing copies
of operational versions of software during the service history period, these problems may
or may not have been included in the problem-reporting system, again skewing the error
rate computation. Further, no consistent policy may have been applied; each technical
support staff that took the report may have applied his/her own judgment on whether to
enter the problem, as well as how to classify them. A common guideline on how to deal
with problems and their classification is needed.

- **Guidance on an Open Invitation to the Users to Report Problems**

Users may report the problems only when there is such an option available to them. It is
important to know if the vendor (or the problem report collecting agency) made it clear to
all users that problems are being collected and corrected. If the users were discouraged
from reporting problems, there may not be as many service calls and that would make the
error rates seem low. A request to see the published technical support policy may be
required to trust that such an offer was made to users.

- **Guidance on Objective Evidence of Adequate Repair Process**

DO-178B does not mention the need for objective evidence for an adequate repair
process during the product history. Questions must be included in this regard to analyze
problem data after the last fix of safety-related problems to assure that the problem is
solved and that no new safety-related problems have surfaced.

- **Guidance on Correlation of Problem Reports to Specific Copies Used in Specific
  Applications**

If there are many users using the products in many different applications, DO-178B
requires an analysis of these applications for similar operation and environment. However, the guidance regarding this scenario is unclear. Certain questions need to be
asked to bring forth additional information. When some of the applications in use are not
considered to be of similar operation and environment, it is important to separate problem
reports from those applications from all other problem reports. DO-178B is silent on
safety problems reported in these applications. There may also be patches that are
implemented into all copies because of problems in these nonrelevant applications.
Guidance should be added that provides a correlation between operation, environment,
and the problem report when multiple copies are in use.

- **Guidance on Glue Code**

If the input/output domains are different, they can be, and often are, amended using glue
code. DO-178B service history guidance stays silent on this possibility. It should be
noted that glue code could be used to make the environment similar. Guidance should be
added to consider glue code as developmental code.
Guidance on Evaluating Problems in the Target Environment

Problems that were previously analyzed and determined to be nonsafety related should be re-evaluated to determine if they might have a safety effect in the proposed (target) domain. This issue is not discussed in DO-178B. New guidance should require such an analysis.

3.2 QUESTIONS OF OPERATION.

The concept of operation is to define the usage characteristics of the software within the previous domain as compared with the target domain. These characteristics include people and procedures and the modes in which the service history was documented against the same items within the target domain. Figure 3 illustrates the type of comparisons that are needed.

**FIGURE 3. OPERATION**

There are many concerns in evaluating similarity-of-operation that may not be so obvious. Where people and procedures are concerned, the training and qualifications of the people in the service history domain have to be noted so that the proposed (target) domain of usage can account for this by requiring similar operator training and qualification requirements.

Similarity in operational modes and the subset of software functions between the service history domain and the target domain are the main focus in this area. In general, it is expected that the functions to be employed in the target domain are a subset of those from the service history domain. Input and output domains may be evaluated in normal and abnormal operations to assess the completeness of coverage of all the functions that are to be reused in the target domain. This is the most fundamental basis for getting credit for service history by assessing that the software has a tried and tested history of pertinent functions.
Consider the case of ARIANE 5.\(^2\) The self-destruction of the launcher was caused by the failure to mitigate the environmental differences between ARIANE 5 and ARIANE 4. Software reused in ARIANE 5 from ARIANE 4 included a function for the alignment of the strap-down inertial platform to be operative for 50 seconds. This requirement was based on a particular operational sequence of launch that is no longer used. Software exception generated from this portion of the code caused a chain of events that eventually led to shutting off the backup processor, errors in the primary processor causing an angle of attack of more than 20 degrees, separation of booster on the main stage, and self-destruction of the launcher. The reused function should have been operative only before liftoff or there should have been a thorough analysis of abnormal operating modes, differences in flight operations, and nominal range and value of parameters. There should have been a discussion of software exceptions and differences in actions taken to resolve these exceptions. Questions of operation and environment (discussed next) are highly interrelated. In this example, a study of target operations could have found the fault just as easily as a study of the target environment. Note also that what was a normal operation for ARIANE 4 became an abnormal operation for ARIANE 5.

The total availability of service history data may be much longer than what is considered similar operation. For example, there may be a total of 10,000 copies of particular software in use in the public domain, out of which only 10 copies may be in use in domains similar to the proposed usage. This would have a direct bearing on the ability to calculate error rates. This is discussed in more detail in Section 3.4, Questions of Time, of this document.

Modifications to the product during the service history interval need to be studied to understand if these modifications were made for correcting errors in a dissimilar domain (for which service history credit is not being sought). The question here would be to note if change-impact analysis has been performed to assure that the functions that are of consequence in the service history data have not been adversely affected. This is quite possible if the changes have affected either the assumptions or requirements in this area.

If the service history collection occurred when the software was being used at a lower criticality than the intended usage in the target domain, caution should be exercised in taking credit. The types and severity of errors, as well as open problem reports must be examined to assure that the service history gives the proper level of assurance.

It must be noted that the service history duration should ideally include both normal and abnormal operations to cover features such as redundancy, backup, other fault-tolerance techniques, and corner conditions. An analysis should be conducted to find which features were not exercised in the service history, so that supplemental verification can be performed.

If the product was used with different data/parameters (for example adaptation data, external data sets, internal parameters) in the service environment, these differences should be examined for possible risks in the target environment.

\(^2\)“ARIANE 5 Flight 501 Failure,” Reported by the Inquiry Board, the Chairman of the Board, Professor J. L. Lions, Paris, 19 July 1996.
3.2.1 Individual Questions to Consider.

The key questions to be addressed in the area of operation for the purpose of establishing the minimum objective criteria for use of service history data include an analysis for establishing similarity of operation between the service history and the proposed application. Service history data that reflect dissimilar operations cannot be used for computing service history duration.

Table 3 provides a set of questions in the form of a worksheet that may be used to evaluate the similarity of operation using the data available from the product service history. Further, this table indicates where DO-178B guidance is lacking with respect to similarity analysis, as well as analyses when dissimilarities are found.

The following considerations, based on Section 12.3.5 of DO-178B, were used in formulating the questions in table 3:

- Data pertinent to operation
- Derivable data associated with operations
- Analysis to be performed
- Indications of supplemental verification

### TABLE 3. WORKSHEET FOR QUESTIONS OF OPERATION

<table>
<thead>
<tr>
<th>Area:</th>
<th>Operation</th>
<th>Software Being Evaluated:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project:</td>
<td>Evaluator:</td>
<td></td>
</tr>
<tr>
<td>Date:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 12.3.5 d</td>
<td>Is the intended software operation similar to the usage during the service history (i.e., its interface with the external world, people, and procedures)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. 12.3.5 e</td>
<td>Have the differences between service history usage and proposed usage been analyzed?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. 12.3.5 e</td>
<td>Are there differences in the operating modes in the new usage?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. 12.3.5 g</td>
<td>Are only some of the functions of the proposed application used in service usage?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DO-178B Reference</td>
<td>Question</td>
<td>Response</td>
<td>Issues</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>--------</td>
</tr>
<tr>
<td>5. 12.3.5 j(1), g</td>
<td>Is there a gap analysis of functions that are needed in the proposed application but have not been used in the service duration?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. 12.3.5 j(2)</td>
<td>Is the definition of normal operation and normal operation time appropriate to the product?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td>Does the service period include normal and abnormal operating conditions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>Is there a technology difference in the usage of the product from service history duration (manual vs automatic, user intercept of errors, used within a network vs standalone, etc.)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>Was operator training on procedures required in the use of the product during the recorded service history time period?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>Is there a plan to provide similar training in the new operation?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Will the software level for the new system be the same as it was in the old system?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.2 Identified Gaps and Gap Closure—Operation.

- Guidance on the Analysis of Abnormal Conditions Within Normal Operations

The service history may be a result of the software in question that is embedded in a larger system. In the larger system, the input to the software in question may be filtered or sanitized to avoid abnormal behavior. It is difficult or impossible to draw conclusions that the operating environments are the same, particularly if there are no plans to use the same glue code, partitioning, or error trapping in the proposed computer environment. The service history may be collected in the normal operating conditions, but the data that causes abnormal conditions may not have reached the software in question. The proposed method for filling this gap is to provide additional guidance on

a. Documentation of the exact circumstances of operating the software in question
b. The use of the same or similar wrapper code, glue code, or error-trapping code
• Guidance on Analysis of Technology Differences in Operation

Technology differences in the usage of the product from service history duration (for example manual vs automatic, user intercept of errors, used within a network vs stand alone, etc.) may affect the argument of similar operations. DO-178B does not explicitly call for an analysis of such differences in operation. In the service history duration there may have been a user intercept or a procedural go-around for a problem so the problem was not reported as a problem. Additional guidance is needed in this area.

• Guidance on Consideration of Operator Training

Operator training for performing expected procedures is part of the safety net in the use of the system. One may be comparing lack of errors in an operation where the operator is highly trained with an operational profile where no training is planned. DO-178B is silent on this aspect of similarity of operation. A trained operator may have been the reason for a low-error rate. If the same product is used with an untrained operator, there may be many problems that were not originally expected. Further guidance should be developed to address this issue.

• Guidance on Analysis of Similarity of Operation

Problem data may or may not have all of the data needed to make a decision of what functions were covered by the product service history. In order to assess similarity of operations, the functions that were used in the service history should be noted. However, there may not be data available to make this assessment. Problem data in the area of that function may be the only clue to indicate that the function was used. Functions that did not cause a problem may not have left any clues regarding their usage. As a corollary, absence of problems may not mean that the function was perfect and operated without problems. That function may not have been exercised by any of the users. An examination of other data sources that are needed to understand the operation during the service history duration is warranted. Perhaps a survey of past users may be conducted to assess the functions that were exercised. Very focused testing on code functionality never or infrequently exercised in nominal operation may be the answer to check those functions or abnormal conditions that may not have been exercised in the service history duration. Possible research in running code through automated toolsets to find keywords associated with abnormal processing or code structure is a suggested method for filling this gap. This is effectively supplementing service history approach with focused reverse engineering.

3.3 QUESTIONS OF ENVIRONMENT.

Questions of environment were separated from the questions of operation in order to distinguish the immediate computer environment in which the service history data was collected. This particular set of questions is tailored to address and mitigate software errors, which have their origin in hardware errors, interface, or resource assumptions. It should be noted that the exception handling and fault tolerance of the product whose service history is tracked should be
separated from the larger system in which it is embedded to assure the robustness of the product. This knowledge allows for an appropriate reuse of the product in the new environment. Figure 4 illustrates the items that should be considered in this area.

![FIGURE 4. ENVIRONMENT](image)

Similarity of environment may be assessed using the history of modifications to the product due to the particular hardware platform or because of resource requirements in the service environment, and the similar types of modifications needed to the product in the target environment.

Consider the example of the Patriot system failure to intercept the El Hussein (Scud) missile in Dharan.\(^3\) Operational specifications for the system matched with the way the system behaved. However, the problems in the software were bugs only AFTER the operational environment had been redefined. The weapon was used, not in the detection and interception of aircraft, but rather, in the detection and interception of land-launched missiles. In its new capacity, the software failed because (1) there were missiles in a speed range that could and should be attacked and (2) the Patriot systems’ primary mission would NOT be defending against hostile aircraft over a relatively short attack time, but rather, defending against a potential land-launched missile threat over many days. System performance degradation due to uncompensated clock drift crippled the weapon’s defensive capability after the system had been continuously powered for days rather than the hours it was designed for. Unlike the ARIANE 5 case, it would have been difficult to detect the problems in this case since the system’s failure was ultimately tied to the overall environment definition.

Service history credit should be counted strictly when the types of installations match the target environment, i.e., same or similar hardware platforms. Product literature may be reviewed to compare computer environments in terms of limitations and constraints such as resource usage.

---

If the problem reports identify problems because of usage in a particular computer environment different from the target environment, and the changes were made to fix these problems, the effect of these changes in the target environment should be considered.

If the product was used with different data/parameters (for example, adaptation data, external data sets, and internal parameters) in the service environment, these differences should be examined for possible risks in the target environment.

3.3.1 Individual Questions to Consider.

The key questions to be addressed in the area of environment include assessing the computing environment to assure that the environment in which the software was hosted during the service history is similar to the proposed environment. This analysis must include not just object code compatibility but time and memory utilization, accuracy, precision, communication services, built-in tests, fault tolerance, channels, ports, queuing models, priorities, and error recovery actions, etc.

Table 4 provides a set of questions in the form of a worksheet that may be used to evaluate the similarity of environment using the data available from the product service history.

The following considerations, based on Section 12.3.5 of DO-178B, were used in formulating the questions in table 4:

- Data pertinent to the computer environment
- Derivable data associated with the computer environment
- Analysis to be performed
- Indications of supplemental verification
TABLE 4. WORKSHEET FOR QUESTIONS OF ENVIRONMENT

<table>
<thead>
<tr>
<th>Area:</th>
<th>Environment</th>
<th>Software Being Evaluated:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project:</td>
<td>Evaluator:</td>
<td></td>
</tr>
<tr>
<td>Date:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>12.3.5 e</td>
<td>Are the hardware environment of service history and the target environment similar?</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td>Have the resource differences between the two computers been analyzed (time, memory, accuracy, precision, communication services, built-in tests, fault tolerance, channels and ports, queuing modes, priorities, error recovery actions, etc.)?</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td>Are safety requirements encountered by the product the same in both environments?</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td>Are exceptions encountered by the product the same in both environments?</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>12.3.5 f</td>
<td>Is the data needed to analyze similarity of environment available? (Such data are not usually a part of problem data.)</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td></td>
<td>Does the analysis show which portions of the service history data are applicable to the proposed use?</td>
<td></td>
</tr>
<tr>
<td>7.</td>
<td></td>
<td>How much service history credit can be assigned to the product, as opposed to the fault-tolerant properties of the computer environment in the service history duration?</td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td></td>
<td>Is the product compatible with the target computer without making modifications to the product software?</td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>12.3.5 e and j(2)</td>
<td>If the hardware environments are different, have the differences been analyzed?</td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td></td>
<td>Were there hardware modifications during the service history period?</td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td></td>
<td>If there were hardware modifications, is it still appropriate to consider the service history duration before the modifications?</td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td></td>
<td>Are software requirements and design data needed to analyze whether the configuration control of any hardware changes noted in the service history are acceptable?</td>
<td></td>
</tr>
</tbody>
</table>
3.3.2 Identified Gaps and Gap Closure—Environment.

- **Guidance on Fault Tolerant Properties of the Service History Environment**

Software anomalies in the problem reports may be due to the lack of fault tolerance, error trapping, or built-in-testing in the computing environment in which the service history was collected. On the other hand, the fault tolerance properties of the computing environment may make the service history data look better than it should. The biggest gap identified in this area relates to the quality of data assumed in any service history argument. There is no guidance in DO-178B that directs the applicant to investigate whether software anomalies in the software under consideration for use in a new environment were being suppressed by the presence of other factors in the old installation. There have been techniques such as applying fault tree analyses to the various components to estimate the errors that are due to the software in question. Unfortunately, data to enable such an analysis is seldom available. Guidance should be developed for analyzing the amount of service history credit that can be assigned to the product, as opposed to the fault-tolerant properties of the computer environment in the service history duration.

- **Guidance on Comparison of Computer Environments**

There is no guidance in DO-178B to direct the applicant on the types of analyses that must be conducted to understand computer environment differences. Resource differences such as time, memory, accuracy, precision, communication services, built-in tests, fault tolerance, channels and ports, queuing modes, priorities, and error recovery actions, etc., should be considered. Safety requirements and exceptions encountered by the product should be included in analyzing the similarity of environment. If software modifications have to be made compliant with the target hardware, analysis should be conducted to assess the quantity of service history data that is still valid. Guidance is needed in this area.

- **Guidance on Consideration of Hardware Modifications During Service History Duration**

DO-178B does not give guidance for dealing with hardware modifications during the service history duration. All of the data needed for assessing if the same target hardware was used during the entire service history duration, may not be available. The data may have to be gleaned from other sources such as the history of the product. If there were changes to hardware during the service history duration, analysis should be conducted to assess if it is still appropriate to consider the service history duration before the modifications. Guidance is needed on hardware modifications during service history duration.

- **Guidance on Consideration of Hardware Modifications for Computation of Error Rates**

DO-178B does not provide guidance to consider hardware modifications during the service history. If hardware was changed during the service history period, analysis should be conducted to assess if data before the modification can be used for computing
error rates. Analysis should also include considerations of whether software changes were made because of hardware modifications. New guidance is needed in this area.

3.4 QUESTIONS OF TIME.

There are many different ways of measuring the service history duration; duration may be measured without considering the changes made to the software or the clock may be restarted at corrections to safety problems. This question is related to how problems are classified and the vendor’s priority system for correcting the problems. Figure 5 illustrates one common approach to measuring service history duration.

![FIGURE 5. TIMELINE](image)

The question of defining time relative to certification or continuing airworthiness has its parallels in other areas of the FAA. For example, following the Aloha Airlines incident in 1988, the National Transportation Safety Board noted, as part of their findings, that there appeared to be confusion in the terms flight cycle versus flight hour. The FAA released a Flight Standards Handbook Bulletin (HBAW 94-05B) to address this confusion as it related to aircraft maintenance.

The premise for using service history is based on the assumption that service history data gives us the evidence that all of the required functions have been repeatedly exercised and are correct. Strictly speaking, this assumption has no bearing on time at all. Time comes into the picture only because there is a comfort in a statistical sense that the probability of exercising all of the needed functions is greater as more time passes.

Time is further modified within the definition by the need for its measurement to take place over a contiguous period. This qualification is designed to eliminate the potential for periods of improper execution or dormancy to be suppressed, thus skewing any conclusions drawn about the software under consideration.

A close review of the DO-178B product service history guidance produces additional terms that directly relate to time, most notably “hours in-service” and “normal operation time.” These sound suspiciously like terms used to arrive at reliability numbers for hardware. An applicant wishing to use product service history is asked to describe in their Plan for Software Aspects of Certification (PSAC) the rationale for choosing a particular number of hours in service, including how normal operation time is defined. Consider a software function that is only used during
landing. It hardly seems reasonable to define in-service hours as flight time when the landing phase, during which the software is being exercised, accounts for only a small fraction of this overall time.

While DO-178B is silent on whether the contiguous time period varies with software level, all of the discussions within SC-190, SC-180, and CAST have tended to accept this as an axiom. Likewise, the assumption is always made that what is being discussed, in some way, is measurable using hours, minutes, days, etc. Generally, it is felt that attempting to categorize software execution in terms of clock cycles, frames, or states is something for which sufficient data would be impossible to directly measure and would ultimately rely on inference from a clock-based measurement.

DO-178B in Sections 12.3.5 j(2) and k refer to computation of error rates. DO-178B does not provide specific guidance as to how this computation should be performed or what specific data is be used. This provides the applicant with a fair amount of flexibility in the application of the service history argument. Error rates could be defined as number of errors divided by the time duration. In some cases, time duration is not as relevant as using the number of events such as takeoffs or landing, flight hours, flight distance, total population operating time, or only the number of times an operator queried the software for specific information. For use in this computation, the duration should be analyzed to be relevant. DO-178B does not specify whether all errors are considered to be of the same weight in these computations. It seems logical that even a few safety errors should be of higher consequence than a large number of nonsafety errors. Although there is a discussion of safety problems in Section 12.3.5 h, there is no indication of how these problems are used in error-rate computations.

Note: Grounds for restarting the clock within the service history duration is not discussed in DO-178B. When there is a major software update or a hardware change, whether the data that is collected before the changes can be counted, as service history duration for measuring the error rates for the new software, is the question. In a number of software reliability models, time is reset when major changes are made since the software that was tracked is no longer the software that is used. There are other models that compensate for changes in software. This gap is tied to whether software reliability models can be used, and if so how do you assess that correct assumptions are made in the use of a particular model in a particular circumstance. This is illustrated in figure 6.

FIGURE 6. CALCULATION OF SERVICE HISTORY DURATION
3.4.1 Individual Questions to Consider.

The key questions to be addressed in the area of time for the purpose of establishing the minimum objective criteria concerning service history include units of measurement in the service history duration definition as appropriate to the usage of the software in question, reliability and consistency of time measurement, and justification for duration used in the calculation of error rates.

Table 5 provides a set of questions in the form of a worksheet that may be used to evaluate service history time duration and error rates using the data available from product service history.

The following considerations, based on Section 12.3.5 of DO-178B, were used from formulating the questions in table 5.

- Pertinent data related to time
- Derivable data regarding time
- Error rate considerations
- Analysis to be performed
- Indications of supplemental verification

### TABLE 5. WORKSHEET FOR QUESTIONS OF TIME

<table>
<thead>
<tr>
<th>Area:</th>
<th>Time</th>
<th>Software Being Evaluated:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project:</td>
<td></td>
<td>Evaluator:</td>
</tr>
<tr>
<td>Date:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 12.3.5 j(2)</td>
<td>What is the definition of service period?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. 12.3.5 j(2)</td>
<td>Is the service period defined appropriate to the nature of software in question?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. 12.3.5 j(2)</td>
<td>What is the definition of normal operation time?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. 12.3.5 j(2)</td>
<td>Does normal operation time used in service period include normal and abnormal operating conditions?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Glossary</td>
<td>Can contiguous operation time be derived from service history data?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Is “applicable-service” portion recognized from the total service history data availability?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. 12.3.5 j(2)</td>
<td>What was the criterion for evaluating the service period duration?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 5. WORKSHEET FOR QUESTIONS OF TIME (Continued)

<table>
<thead>
<tr>
<th>DO-178B Reference</th>
<th>Question</th>
<th>Response</th>
<th>Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>8. 12.3.5 j(2)</td>
<td>How many copies of the software are in use and being tracked for problems?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.</td>
<td>What is the duration of applicable service?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.</td>
<td>Is applicable-service definition appropriate?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.</td>
<td>Is this the duration used for calculation of error rates?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>How reliable was the means of measuring time?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.</td>
<td>How consistent was the means of measuring time throughout the service history duration?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14. 12.3.5 j(4)</td>
<td>Do you have a proposed accepted error rate justifiable and appropriate for the level of safety of proposed usage, before analyzing the service history data?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15. 12.3.5 j(4)</td>
<td>How do you propose that this error rate be calculated, before analyzing the service history data?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16.</td>
<td>Is the error rate computation (total errors divided by time duration, by number of execution cycles, by number of events such as landing, by flight hours, by flight distance, or by total population operating time) appropriate to the application in question?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>What was the total duration of time used for this computation? Has care been taken to consider only the appropriate durations?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17. 12.3.5 k</td>
<td>What is the actual error rate computed after analyzing the service history data?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18. 12.3.5 k</td>
<td>Is this error rate greater than the proposed acceptable error rate defined in PSAC, according to j(4)?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19. 12.3.5 k</td>
<td>If the error rate is greater, was analysis conducted to reassess the error rates?</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 3.4.2 Identified Gaps and Gap Closure—Time.


DO-178B is silent on minimum criteria for configuration management and quality assurance of problem reports for evaluating a service period duration. Guidance is needed in this area.
• Guidance on Acceptable Service History Duration

Definition of acceptable service duration is missing in DO-178B. Current guidance states that the error rates have to be predicted at the time of planning. Error rates should be computed using the service history period. There are arguments that the acceptable period does not have to be in time, since what is important here is the extent of usage. There is also an argument that the users usually underreport the problems. If the problem reports are tracked for a reasonable length of time, there is a chance that problems, if any, are reported which may be one reason to collect data for a long period of time. Thresholds for service history duration may vary by software criticality level. Thresholds cannot objectively vary with time unless a connection can be made with the safety requirements of that level. SC-190 discussions for CNS/ATM software did indicate “engineering judgment” as a subjective measure for the length of time. Thresholds may vary by code complexity or similar architectural measure (code size, degree of coupling, etc.). Such measures may not be practical, since there is no guarantee that the software structure is known. However, guidance is needed in this area.

• Guidance on Definition of Normal Operation Time

Definition of normal operation time is left open in DO-178B. It is presumed that normal operation time is the time of operation similar to expected operation in the proposed environment. These conditions of operation should include similar external stimuli as input into the software; the number of data and control inputs, the input characteristics, the frequency of the input, accuracy and precision of input, the statistical spread of input, the combinations and permutations of input, etc., should be the same as operations in the proposed environment. Guidance on such considerations is needed.

• Guidance on Restarting the Clock Within Service History Duration

Grounds for restarting the clock within the service history duration is not discussed in DO-178B. When there is a major software update or a hardware change, whether the data that is collected before the changes can be counted, as service history duration for measuring the error rates for the new software, is the question. In a number of software reliability models, time is reset when major changes are made since the software that was tracked is no longer the software that is used. There are other models that compensate for changes in software. This gap is tied to whether software reliability models can be used, and if so, how do you assess that correct assumptions are being made pertaining to a particular model in a particular circumstance? Guidance is needed in this area also.

• Guidance on Methodology for Assessing Corner Condition Processing Time

The total service history duration may not reflect how much of the time was spent in routine processing versus exception handling or corner condition processing. Research could be conducted in this area to derive a method to find average rates of processing time spent in nominal processing versus exception processing. Such a method would provide guidance to fill this gap.
Guidance on Computing Error Rates Using Service History From Repeated Use of Software

DO-178B is silent on how to combine multiple instances (see figure 7) of software used to derive total duration and total error rates. Attempting to do this may lead to cases where different error rates are observed. This would imply differences in the way errors are collected and logged. It may also imply that the operation and computer environments are not truly similar. Guidance is needed to address these issues.

![Diagram](image)

**FIGURE 7. PRODUCT SERVICE HISTORY—MULTIPLE OPERATING COPIES**

4. ADEQUACY OF DEVELOPMENT PROCESS.

DO-178B gives guidance for both process and product assurance. Product service history does not provide any direct objective evidence of the process used in creating the software for which it describes. Applicants wishing to make use of product service history must determine a way of demonstrating compliance with the objectives of DO-178B. This generally involves complementing product service history with additional alternate methods.

Numerous attempts have been made to equate specific objectives for which product service history could be “traded with.” Such attempts within SC-190 and CAST actually involved the creation of tables listing the objectives of DO-178B and stating for each objective whether service history could fully or partially satisfy the objective. These attempts were reviewed as part of this research in hopes that something had been overlooked that prevented their acceptance by the broader community. The inherit problem is the unquantifiable nature of the processes used to create and assure software. DO-178B is based on the premise that a good development process yields a better product; one that is more likely to perform its intended function and less likely to perform unintended functions. By its very nature, this is a qualitative approach, rather than a quantitative one.
The 66 objectives of DO-178B are divided across six main areas: planning, development, verification, quality assurance, configuration management, and certification liaison. The definition of product service history really only addresses two of these. The first is fairly direct, namely, problem reporting and configuration management of the software the data describes. The second is verification of the code to some degree by virtue of its execution. In fact, a cogent argument can be made that service history represents at least some amount of a variety of testing techniques including:

- Stress testing
- Random testing
- Scenario-based testing
- Regression testing
- Accelerated life testing
- Exhaustive testing
- Domain testing
- Error guessing

All of these techniques may be used to accomplish one or more of the verification objectives outlined in DO-178B. Frequently, they are elements of blackbox testing in controlled environments (either laboratory or airplane) in typical DO-178B projects. The good news is that about 60% of the objectives in DO-178B are verification objectives. The bad news is that there would not seem to be any corollary to product service history for planning, development, quality assurance, and certification liaison during the original development of the software that the service history data describes.

With this in mind, it would seem most appropriate to focus specific attention on things that may be done to gain confidence in these other areas. If any development records are still available from the original vendor, these may be reviewed to gain confidence in the process that was followed. Such records could include the requirements documents, design data, quality assurance data, and test data that may supplement the service history data. In this last case, special attention should be paid to testing accomplished for error-handling routines, performance testing, and other testing focused on the robust characteristics of the software. Remember that these are the parts of the code least likely to have been exercised as part of the service history.

Confidence in the supplier’s development process may also be gained through careful analysis of the problem report data collected over the service history period. In addition to the items discussed at the beginning of section 3, trend data may be analyzed to determine how well the supplier accomplishes reverification and whether the software does, in fact, appear to be maturing over time. This type of analysis is not directly discussed in the DO-178B, but is generally accepted by the software community.

Note that each of the above approaches can be stated in the negative as well. Spikes in problem reports right after a major build or a patch may indicate that the software is not maintainable or the quality of updates is not quite high. Recurring or chronic problems that go unresolved may also indicate poor processes.
5. ESTABLISHMENT OF “EQUIVALENT SAFETY”.

Within a month and half of its publication, DO-178B was formally recognized via Advisory Circular (AC) 20-115B as a means, but not the sole means, for securing FAA approval of software in airborne systems. For new projects started after this AC was published, compliance with DO-178B had to be demonstrated. Those who have sought to use other approaches for securing FAA approval have generally been required to show how their approach met the intent behind the DO-178B objectives.

When discussing product service history, one of the most basic issues to understand is what the service history is demonstrating. Since the service history data generally exists for a system, typically a line-replaceable unit on an aircraft, any claim made for the software is an extrapolation from the system’s performance. Systems are required to comply with one or more Federal Aviation Regulation (FAR), (more formally known as Title 14 Code of Federal Regulations (CFR)) before being certificated for use on an aircraft. A careful reading of DO-178B, along with the guidance governing certification of parts and equipment described in 14 CFR Part 21, shows that DO-178B is simply a means of satisfying the CFRs, specifically those elements describing intended function and absence of unintended function. The logical question that arises is whether service history can be used to demonstrate compliance directly with the CFRs.

While current guidance does not preclude such an argument, actually being able to demonstrate CFR compliance would be extremely difficult. Any attempt would need to overcome the basic issue of reliability applied to software. CFR XX.1309 uses terms such as extremely improbable to describe events that simply should not happen in the lifetime of a particular aircraft type. This has historically been translated to failure probabilities of $10^{-9}$ or better. There is no commercially accepted model written for software reliability that comes close to this number or that can be based on a realistic model.

Adding an unknown software component to a system is considered a safety risk. This safety risk has been under constant debate since software was first introduced to the flight management system in the early 1980s. For the time being, design assurance remains the only viable approach, with DO-178B serving as the most mature model for its application. There are, however, other ways of mitigating risk from an unknown software component. For example, architectural means may be employed to limit the effect of a software error leading to a system-level failure. Examples of architectural means include:

- **Partitioning**—preventing failures from noncritical functions affecting critical functions
- **Wrappers**—wrapper software prevents use of unneeded functionality, checks validity of parameters
- **Software performance and safety monitors**—credibility checks, redundant processors checking one another, fail-safe architectures
- **External monitors**—e.g., watchdog timers
Unfortunately, architectural means may not always be an option to protect against latent errors in software for which only service history data is available for certification credit. It may also be that the architectural means actually increases the system’s complexity, thus potentially decreasing safety rather than increasing it. For higher criticality systems, service history may simply not be an appropriate or practical choice.

It is generally accepted that using service history data becomes easier when systems are relatively simple and are low criticality, the service history data is both abundant and of high quality, and the system’s operating characteristics and external environment are close to the original systems.

6. RESEARCH SUMMARY.

The primary outputs of this research effort is a set of worksheets to facilitate consistent and complete assessments of service history data along with a detailed analysis of the impediments to applying service history arguments. An additional output is the identification of needed guidance, as well as follow-on research that may be useful in furthering the use of service history data while maintaining an equivalent level of safety. The remainder of this section discusses the results of this research in more detail with an emphasis on follow-on activities.

6.1 RESEARCH FINDINGS.

The preceding two sections served to summarize the current limitations in attempting to use service history to demonstrate compliance with the 66 objectives of DO-178B or even directly to the CFRs. As noted in section 3, gaps in the existing guidance can be found in every facet of the product service history definition. The lack of guidance addressing these issues has limited the use of service history as a viable alternate method. In cases where service history has been applied, these difficulties call into question the completeness and consistency of the arguments that were made and accepted.

Service history is data taken from real operations, unlike in simulated test environments where there may be mistakes in assumptions and data characteristics. Service history data is not systematic. Unlike a laboratory test setup, coverage of functions may not be known. If no errors were reported about a particular functionality, there is frequently no data to determine whether or not the functionality was not executed or if it was deemed to be error free. Resolving this ambiguity requires a coverage analysis for which no guidance exists. Assuming that such an analysis approach could be described and implemented, additional verification could be targeted at those elements of the software that were not executed. It is important to realize that if such an approach were viable, the duration of service history (i.e., how many times or how long the product was executed) would no longer matter, since instead of calculating error rates, the actual coverage of execution would be known.

It is a common misbelief that software with a sufficiently long service history duration can be used for safety-critical applications without further verification. Service history data is statistical in nature. There are many statistical models (software reliability) used for estimating the number and severity of software defects to provide management input for staffing, scheduling, quality, cost, and time to release. Any use of service history suffers from all of the same limitations these
current software reliability models suffer, most notably the assumption that errors are randomly
distributed. Various approaches have been proposed to overcome this issue, most notably John
Musa’s contention that variability in the personnel creating the software, as well as variations in
program execution relative to external factors do allow for the application of a random process
model. This is an area for which additional study is needed before guidance can be formulated to
truly allow service history use at higher criticality levels without additional process assurance.

If a statistical model were to be used in substantiating a claim using service history, validation of
the model needs to be considered. One novel approach suggested during the breakout session of
the FAA National Software Standardization Conference was the application of tool qualification
for the model. Criteria would need to be developed on how such a qualification effort could be
accomplished.

Another area in which further exploration may be warranted is in the development of “safety
cases.” A common approach to the evaluation and approval of safety-critical systems in Europe
is the development of a comprehensive plan for meeting the required safety criteria, called a
safety case. Specific approaches for building safety cases have been defined for IEC 61508. It
may be possible to create a similar set of approaches for compliance with DO-178B and the
related elements of the CFRs.

The development of an objective model for evaluating problem-reporting data is needed to
facilitate using service history data. There is evidence that users in the field do not generally
report all of the failures that they encounter. This observation works against using service
history for credit since the data may be underreporting the failure and, hence, overreporting the
reliability of software (and hardware). Some users may not take the time to report failures while
others may not understand all of the system requirements (what the system is or is not supposed
to do). There may also be some errors that are not clearly detected with error messages by the
system. Likewise, errors attributable to the software may not be identified as such due to the
system complexity or other masking factors. In calculating error rates, these kinds of errors must
be compensated. This cannot be accomplished if they are not initially identified.

Some concerns (availability, integrity, reliability, maintainability, usability) are treated or
weighted differently in other industrial sectors. Products from these domains may need to be
evaluated using the assumptions from the initial industry that created or used them. Currently,
no guidelines exist for this type of an evaluation. The FAA could publish guidelines on how to
collect and document service history data. Industry now has the opportunity to glean this data
from a number of data collection programs that are implemented through military and airline
programs, and similar to telemetry data collection, during flight tests and shadow operations.
Such guidelines could build on the question models contained herein, with the possible addition
of weighting for each question based on that question’s relative contribution to the integrity and
usefulness of the data.

Other items that suggest further exploration include:

- Combining existing service history data with a period of shadow operations in a non-
safety-critical environment (laboratory or test rack onboard an aircraft);
• Development for detailed criteria for evaluating problem reports for safety effects, both in the original domain and in the target domain;

• Definition of a similar concept to the Operational Services and Environment Definition (OSED) (defined in DO-264), to allow objective comparisons between two operations and computer environments; and

• Development of criteria for subtracting out the effects of system architecture and installation on service history data for the purposes of isolating the contribution of software to overall system error rates.

6.2 FOLLOW-ON PRIORITIZED RESEARCH NEEDS.

Recommendations for new guidance on product service history and for furthering the gap closure work includes (in order of importance):

a. Elimination of inconsistencies in DO-178B between using service history and prohibiting software reliability use in the assessment of system safety.

b. Development and publication of guidelines for using specific software reliability models, only if the models can be justified by means of tool qualification.

c. Provision of additional guidance to augment Section 12.3.5 of DO-178B as suggested by the gaps in question areas including the possible development of weights for each question area.

d. Creation of a requirement for additional design assurance activities when using service history at level A and B (consistent with DO-254).

e. Formulation of a tiered approach to service history duration at different levels based on either system safety (as computed from error rates) or on engineering judgment.

f. Publication of minimum requirements for the contents of problem reports (extension of DO-178B, Section 11.17 specifically for service history arguments).

g. Development and publication of guidance for making a safety case compliant to DO-178B.

Item a above is by far the largest and most difficult of these items. It also needs to be accomplished before or, at least, in parallel with item b. Item c covers a myriad of topics and has the potential for removing at least some of the current roadblocks to service history use. The development of a weighting system for the individual question discussed in both the report and handbook could be one way of adopting a risk-based approach similar to that discussed in AC 23.1309. Without a weighting structure, no framework exists by which to modulate the guidance given in DO-178B, Section 12.3.5, by software level. Item e represents another approach to achieving this, but is first dependent on items a and b being done and accepted by industry. Finally, item g represents a new paradigm within the aviation community. Although one could
argue that this was already accomplished, the mechanisms, language, and to some extent, the focus are different in an System Safety Assessment (SSA) from that found in a safety case.

7. CONCLUSION.

Service history is a powerful approach, which when used correctly, can make it possible to demonstrate the maturity of software that has previously been fielded and for which good data regarding its operation is available. To accomplish this, careful attention must be paid to a number of questions concerning the application of service history. Section 3 of this report (including the worksheets from appendix A of the Service History Handbook) discussed these questions in detail. Sections 4 and 5 helped to place those questions in the context of design assurance and safety, two fundamental aspects of creating and assuring software for airborne systems and equipment.

Service history, as an alternate method for demonstrating compliance to the objectives of DO-178B, is only one of many approaches that may be taken to demonstrate software maturity. When contemplating its use, one must be careful to consider the relationship between service history and software reliability. As noted in section 2, software reliability remains controversial, and cannot be used quantitatively in a safety assessment. Careful attention must be applied when defining error rates for a particular application and their definition should be discussed with the appropriate ACO at the onset of the certification project.

As more confidence is gained in the use of service history arguments for supporting certification efforts, the FAA may develop additional guidance. This report provides a first step in identifying where such guidance is needed, as well as the research that may be required to produce such guidance. It is also expected that this subject will be revisited when DO-178B is revised in the future. In the interim, it is hoped that this report, along with the handbook will help applicants apply service history arguments in a more thorough and consistent manner. Use of these documents by the FAA should allow for more consistent expectations being placed on applicants, something that has generally been shown to help control costs associated with achieving certification.

In conclusion, there is an inherent contradiction within DO-178B concerning service history as an alternate method and its disallowance of software reliability as it relates to system safety. If service history is to be a viable alternative method, significant work remains in the development of clear, concise, and scientifically valid guidance for its use. This report has provided an analysis of DO-178B content, gaps in that content, information concerning the topic from other industries, and a number of approaches for closing the gaps beginning with the inclusion of detailed worksheets for framing a service history evaluation.
APPENDIX A—DATA COLLECTION AND SYNTHESIS

Data collection and synthesis was accomplished by studying the research papers, by interviewing industry practitioners from different domains, and by holding an industry breakout session with a group of engineers from the aviation domain. All of the data that was collected was used in the gap analysis and gap closure plan. Much difficulty was observed in finding literature for service history usage on projects using commercial software, which are seeking the latest technology—inherently opposing ideas.

A.1 DATA COLLECTION AND SYNTHESIS 1: RESEARCH PAPERS.

A.1.1 DATA COLLECTION QUESTIONNAIRE.

1. Is the definition of product service history the same as in the aviation industry?
2. If yes, is it used in this reference for gaining assurance on the product reliability?
3. How is it used?
4. What is the method of assessment of quality and quantity of service history data?
5. Is this industry concerned with the process of error correction and other development methods?
6. Is this treatment of service history transferable to the aviation industry?
   a. With modifications
   b. In conjunction with other means
7. Are there problems in usage of service history as proposed in this reference?
8. If so, how can these problems be addressed?
9. Are there any details of “how to” on collection of problem reports, configuration control of problems and corrections, version control of released products, assessment of error data, statistical significance of amount of data, etc.?
10. What are the industry/regulator concerns in the proposed methods?
11. How does the material within this reference contribute to the handbook?
   a. Within the context of the proposed outline
   b. Outside the context of the outline- new items need to be added to the outline
A.1.2 DATA COLLECTION – LITERATURE SURVEY SELECTED NOTES.

U.K. Ministry of Defence, Defence Standard (9 December 1988) 00-40 (Part 6)/Issue 1 (ARMP-6) Reliability and Maintainability Part 6: In-Service R & M

Def Stan 0040 Part 6 is adapting ARMP-6 which is the NATO document “Allied Reliability and Maintainability Publication - 6”

The document describes a method of collecting data to assess the in-service reliability of systems. The purpose may be to assure the reliability or to improve the reliability. The same data may be used to augment certification data for a new system in which the product is being reused if it is in a similar environment. The questions at hand are how much data and what kind of data are needed for such purposes.

a. The data will state the type and numbers of systems/equipments for which service history is being collected.

b. The data will include the application and installation specifics as to whether it is installed in different ships, tanks, aircraft, and whether the application is in a standby or a fully operational mode.

c. All relevant information such as version numbers, scheduled maintenance actions, time duration of usage of the system (actual flight hours for aircraft), problem history, and corrective actions.

d. If the system is comprised of a group of smaller components, it is useful to track the history of individual systems.

e. It is prudent to record usage conditions such as climatic and mechanical conditions, the localized environment of the system/equipment, duty cycles, switching, electromagnetic environment, etc., as well as conditions such as storage and handling. Errors that may be due to these conditions can then be removed from skewing the statistics for the actual software errors. (Software errors can affect hardware and eventually cause system failures.)

f. The defect/failure data reporting, analysis, and categorization procedures should be clearly documented.


Def Stan 0040 Part 8 is adapting ARMP-8 which is the NATO document “Allied Reliability and Maintainability Publication - 8.”
The document describes considerations given to procurement of off-the-shelf (OTS) equipment including what to look for in the data supporting the reliability of the OTS equipment. The following points are noteworthy for service history data:

- New versions should be examined to determine if they were introduced to add new features or correct defects.
- Experience with faults that resulted in system shutdown or “crashes” should be of prime importance.

**MoD 0055 Part 1 Issue 2, Requirements for Safety Related Software In Defence Equipment, Part 1: Requirements**

The discussion of in-service history of previously developed software is less elaborate than DO-178B. Discussion here is purely qualitative and provided for merging into all other system documentation for completeness of considerations.

**MoD 0055 Part 2 Issue 2, Requirements for Safety Related Software in Defence Equipment, Part 2: Guidance**

This has a relatively good discussion of in-service history usage. It requires both the software and the associated service history evidence to have been under configuration management throughout the software’s service life.

Configuration changes during the software’s service life should be identified and assessed in order to determine the stability and maturity of the software and to determine the applicability of the entire service history data to the particular version to be incorporated in the SRS (same as DO-178B).

The problem reporting system for the previously developed software should be such that there is confidence that the problems reported incorporate all software faults encountered by users, and that appropriate data is recorded from each problem report to enable judgments to be made about the severity and implications of the problems. (Notice that all software faults are to be recorded—this is stricter than DO-178B.)

This also advocates a safety case: The suitability of the quantified methods, assumptions, rationale, and factors relating to the applicability of the data should be justified in the Software Safety Case. The justification should include a comparison of actual error rates with the acceptability criteria defined in the Software Safety Plan and justification for the appropriateness of the data to the new application. (The comparison of error rates is similar to DO-178B.)

In cases where the previously developed software is justified on the basis of in-service history or extensive V&V and is treated as a black box, it may be acceptable for design information not to be provided as long as a comprehensive requirements specification for the software is provided (similar to DO-178B).
The operating environments of the previously developed software should be assessed to determine their relevance to its proposed use in the new application (similar to DO-178B).

This error rate computation follows similar guidelines as in DO-178B. But this standard goes further by asking for failure probabilities.


Appendix D has guidance on using service history to allow validation of safety requirements by comparing safety requirements. “Arguments of similarity should not be used until any significant system problems experienced in service have been understood and resolved.” The following points are made concerning service history:

a. Problem reporting procedures during the period of applicable service history were sufficient to provide an appropriate cross-section of in-service problems.

b. Changes to the referenced system or its operating instructions and environment during the service history period did not materially alter the safety of the system.

c. Proposed system modifications do not involve technology changes (for instance replacing a mechanical system with a software one).

d. Actual usage of the referenced system during the service history period was consistent with the intended usage of the new or modified system. If the operational environments of the existing and proposed applications differ, additional analyses should be conducted according to the requirements of this Standard.

Any reported safety related problems together with their causes and corrective actions should be analyzed in order to establish whether or not they are relevant to the proposed system, system modification or system application and the conclusions documented.

The other major point made in this document is the safety argument. “The Safety Case should contain well organized and reasoned justification clearly showing that:

a. Existing or supplemental analysis is sufficient to demonstrate that the system is tolerably safe.

b. Service history is applicable and changes to the referenced system configuration have been appropriately controlled and documented.”

**MoD 0042 Part 2 Issue 1, Reliability and Maintainability Assurance Guides, Part 2: Software, 1 September 1997**

The document talks about an in-service software reliability case which is similar to the evidence that is being required in DO-178B. The argument is extended to particular methods, techniques, and processes rather than just software. Attributes to be used for similarity argument are:
• Data rates
• Throughput
• Functions used
• Input ranges
• Resource usage (e.g., CPU time)
• Configuration options (e.g., data conversion routines and thresholds)
• Operational mode
• Accuracy
• Mission time

Using field data in computing reliability is also discussed.

ISO/IEC 12207-1 Guide for Information Technology

This international standard is not intended for off-the-shelf software products unless incorporated into a deliverable product. This clause does not imply that the suppliers or developers of off-the-shelf software should not use ISO/IEC 12207 when developing, operating, or maintaining such software.

Additional guidance from ISO/IEC 12207 is to ensure that requirements are satisfied, documentation is available, and rights are satisfied.

The acquirer will consider options for acquisition against analysis of appropriate criteria to include risk, cost, and benefits for each option. Options include:

a. Purchase an off-the-shelf software product that satisfies the requirements.
b. Develop the software product or obtain the software service internally.
c. Develop the software product or obtain the software service through contract.
d. A combination of a, b, and c above.
e. Enhance an existing software product or service.

When an off-the-shelf software product is to be acquired, the acquirer will ensure the following conditions are satisfied:

a. The requirements for the software product are satisfied.
b. The documentation is available.
c. Proprietary, usage, ownership, warranty, and licensing rights are satisfied.
d. Future support for the software product is planned.

This reference promotes the use of off-the-shelf software product “as is.” The full development process (5.3) may be excessive. Performance, documentation, proprietary matters, usage, ownership, warranty and licensing rights, and future support related to the software product should be evaluated.

Modification of off-the-shelf software product: Documentation may not be available. Depending on the criticality and expected future changes, the Development Process (5.3) should
be used via the Maintenance Process (clause 5.5). Performance, documentation, proprietary matters, ownership, usage, warranty and licensing rights, and future support related to the software product should be evaluated.

Software or firmware product embedded in or integral to a system: Since such a software product is a part of a larger system, the system-related activities in the Development Process (5.3) should be considered. In the system-related activities, only one verb “perform” or “support” needs to be selected. If the software or firmware product is not likely to be modified in the future, extent of documentation needs should be carefully examined.

**Discussions of Software Service History in the Safety Critical news group, July 2000 (safety-critical@cs.york.ac.uk)**


CBS Activity Areas have three primary categories of practices.

- Product and Technology evaluation
- Acquisition and Management
- Design and Software Engineering

Product and technology evaluation deals with user requirements and component qualification practices. The article supposes that it is not enough to have a system built of quality components; there are a number of other issues to consider when the system is to be used for an extended period of time. There is also a discussion of architectural mitigation of risks in using the product.

In the Acquisition and Management section, there is a discussion of business issues such as estimating costs, identifying and reducing risks, managing personnel and schedules, and flexible contracts. SEI has collected lessons learned from various projects.

Design and software engineering deals with glue code, software architecture, and working with the COTS manufacturers to come up with solutions to mismatched components.

There is no mention of service history in this article.

Other articles reviewed on this page are:

- “Requirements and COTS-Based Systems: A Thorny Question Indeed,” by David Carney.
• “COTS Evaluation in the Real World,” by David Carney.

• “Simplex Architecture: Meeting the Challenges of Using COTS in High-Reliability System,” by Lui Sha, John B. Goodenough, and Bill Pollak (through a link to Crosstalk-1998).


• “Assembling Large Systems From COTS Components: Opportunities, Cautions, and Complexities,” by David Carney.

• “Lessons Learned Applying Commercial Off-The-Shelf Products,” by Lisa Brownsword.

There is no mention of service history in these articles.

Abts, Christopher, “COTS Software Integration Cost Modeling Study,” Technical Report, University of Southern California, Center for Software Engineering, Barry Boehm, Director. The report (along with other information about COCOTS) is available at: http://sunset.usc.edu/COCOTS/cocots.html

This study was originally performed for the USAF Electronic Systems Center Hanscom AFB, Massachusetts. The study deals with only the economic feasibility of using a COTS product. This model does not deal with technical or strategic evaluation of COTS. There is just a mention of “mature products with a solid history of performance.” No further discussion of the product history exists in either the paper or the web page.


This article deals with the process, planning and individual responsibilities of the evaluation of commercial software for incorporation into systems. There is no discussion of product history.


This article has an excellent idea of scoring the COTS using a set of criteria and weights assigned to them. The idea may be extended to apply to scoring findings within service history data. Criteria and weights for the use of particular COTS must be defined and product service history should be examined to derive the score.

Total score = \sum \text{weight} \times \text{individual score}

This paper deals with the environment in which COTS component under assessment is examined. It makes the point that the previous performance of a COTS component, as a part of a larger system, should be examined to extract the reliability estimates of the COTS component apart from the whole system in which it is embedded. The paper also makes the point that COTS should not be treated any differently from a custom product in the case of safety- (and mission) critical applications.


This is a general paper on software, with many of the ideas applicable to COTS. This paper describes the aging process for software. Using change history, predictions of aging, and decaying of a software product may be made to indicate the current reliability of the product. Both product and process measures are used. Process measures used here are conclusions drawn from defect history data, namely, the number of changes, average age of the code, contribution of each change to the fault potential. Statistical models have been proposed to evaluate which characteristics of a module history were likely to indicate that it would see a large amount of faults. This paper is very useful in assessing COTS reliability using its service history.


This is a good introductory text on software reliability. The review was focused on possible application/relevance to failure reports from fielded software.

A relevant point that is discussed in this text is how to deal with unreported failures. Musa reports that it is observed that users in the field do not generally report all of the failures that they encounter. This observation works against using of service history for credit since the data may be underreporting the failure and, hence, overreporting the reliability of software (and hardware). He suggests compensating for the underreporting by observing the software update logs and nature of an error that must have occurred many times over before it was formally reported. Some users may not take the time to report failures while others may not understand all of the system requirements (what the system is or is not supposed to do). There may also be some errors, which are not as apparent, to be reported. Musa suggests models to compensate for unreported failures.

There is also an interesting discussion on failures of programs that have been fielded with no features added or faults removed (Poisson distribution) as opposed to failures of programs that are updated (step function).

This book deals with basic definitions of safety and reliability and surveys various industries such as transportation, aerospace, defense, nuclear power, and biomedical, to assure safety and reliability. She also deals with non-sector-specific standards.

Within many of these discussions, such as NATO COTS Software Acquisition Guidelines and Policy Issues, there are points to be noted that are relevant to software service history. Upon studying this text, the following considerations that are specific to COTS were concluded:

1. How does the service history data of a component within a larger system translate to an indication of safety or reliability of that component which will be used as part of a different system?

2. Assessment of safety and reliability has to involve both qualitative and quantitative means.

3. Some concerns are unique to certain industrial sectors; COTS from other industry sectors should not be blindly applied to avionics systems.

4. Idea of product metrics from ANSI/IEEE STD 982.1 1989 and 982.2 1989 (measures to produce reliable software) can be extended to COTS products. Service history may be used to generate error, fault, and failure metrics.


The article is written for software in general, not just COTS. Whether or not a formal reliability model is used to assess COTS on the basis of the product service history, certain basic assumptions are questioned in this paper. Among these assumptions is the thinking that the software (SW) contains a fixed number of errors and with the passage of time more and more of these errors are found. It should be noted that while fixing errors, other errors might be introduced. Further, the defect finding techniques are to be questioned to assure that poor testing or insufficient usage do not make a bad COTS look good. A very good table of assumptions, reality, and effect on conclusions is presented.

The set of assumptions modified to apply to COTS service history are as follows:

1. Defects are repaired immediately when they are discovered.
2. Defect repair is perfect.
3. No new code is introduced during the time period of service history.
4. All reported defects are from similar usage.
5. Each unit of execution time is equally likely to find defects.
6. Service history accurately represents the proposed operational profile.
United States Navy Submarine Electronic System Acquisition Program Offices (Team Submarine), Strategy 2000, Commercial Off-The-Shelf (COTS) Acquisition Primer, 12 November 1996

This is an acquisition guide for the U.S. Navy. The document states that the use of item history and previous user experience can and should be used for determining maintenance aspects of the system. The document does not make a distinction between software and hardware for this point; the discussion is at the system level. However, the notion of accurate prediction of errors, maintenance needs, and environmental factors can be extended to software.


“For some complex products with a large number of commercial users, there may be a user’s group. The program can have representation in the group to help influence the vendor to correct deficiencies and improve the product. One of the often-cited advantages of COTS products is the large number of users who help to find errors so that the quality of the product improves. This does lead to a phenomenon that the maintenance organization must contend with; namely, that the vendor will send out a stream of patches to the software to fix errors found by other users. The maintainer must decide which to incorporate, and when. The fixes may be in areas of the COTS package that are not used by the system, or could potentially lead to other errors because of the way that the system uses the COTS package. The maintainers must find a low-risk way of dealing with these patches. One of the difficult problems in maintaining the quality of the system when a COTS software product is replaced is how much to test. Clearly, only black box testing can be done. When the product is replaced, it is important to test for any side effects that may not be directly at the interface of the product with the rest of the system. Collecting problem reports and analyzing them is an important part of quality control for COTS software. The data should show when the problem was due to an error in a COTS product and how long it took for a correction. This kind of information can show trends in the reliability of each product and the kind of service the maintainer of that product is giving. These metrics are useful in determining when a product needs to be replaced because of its poor performance or that of its vendor.”

Points to note:

1. Do user groups influence the vendor to repair what is needed by one group of people rather than allowing safety-critical errors to be fixed first?

2. Some users may choose not to implement the patch—does the problem-reporting mechanism track different users with different versions?

3. When users implement a patch that was meant to fix someone else’s problems, it may result in more problems because of differences in the usage of the same software. How does the vendor track this phenomenon as a result of an error fix?

4. The author recommends reliability measurement of the product using the error metrics.
Ljerka Beus-Dukic, “Non-Functional Requirements for COTS Software Components,” School of Computing and Mathematics, University of Northumbria at Newcastle

This paper has a good discussion of what the author calls nonfunctional requirements, which may be especially important for products that are built for general use. One of the major points made in this paper is the domain differences and that “Vendors” vested interest in a particular domain (if sufficient it provides a scope for introducing component features relevant to that domain).” The nonfunctional requirements are the “ilities” that are important to that user or that domain: maintainability, availability, integrity, usability, portability etc. These requirements often escape comparisons of what is required in the proposed environment. This paper agrees with NATO arguments that when a reuse is brought from one domain to other care should be exercised to make sure that the domain differences are accounted for.

Shane Lunga and Meera Galoria, “Using COTS Components: Their Location, Qualification and Selection,” DERA Portsdown West, UK

This paper does not have much information on service history. However, one point of interest is the in-service life support and evolvability which highlights some of the qualities that one may put in the contract with the vendor including the compatibility with its previous version and to a limited extent with its next version. The paper has a good set of criteria for selection of COTS.

W.M. Gentleman, “If Software Quality is a Perception, How Do We Measure It?” Software Engineering Laboratory, National Research Council, Canada

This is a very good, thought-provoking article on quality. “In the past, much of the thinking about quality has been in the context of one-on-one customer/contractor relationship. Galsworthy (1912) extolled the virtues of hand crafted custom products. Today’s customer often faces a very different situation: a choice between competitive off-the-shelf products.” This article celebrates the value of “field experience” above system requirements. The need for new types of metrics to understand and analyze off-the-shelf products is proposed. The author recognizes that we are moving to qualitative measures with this shift in usage of field experience.

“Software quality is often defined in terms of the fitness of the product for its purpose.” This definition of quality stretches what we are trying to do with service history. Service history is used to compute error rates so that we have a good idea of what to expect in the future use of the system in a “similar” purpose. How different will it be from the purpose for which it was used during the service history? “... objective measures should be used to support subjective assessment.”


This is an excellent document on software of uncertain pedigree. It also has a good comparison of various standards. There are many good points made in general for COTS. The most interesting quote from this document is, “The PDS should be provided with documentation
equivalent to the rest of the safety-related software. However, in cases where the PDS is justified on the basis of in-service history or extensive V&V and is treated as a “black box,” it may be acceptable for design information not to be provided as long as a comprehensive requirement specification for the software is provided.” There is an analysis to show what kind of errors can be found by black box testing and what other complementary methods may be used to complete V&V of the product whose in-service history is known. The document agrees with DO-178B in requiring that the following data be used in the computation of error rates:

- The length of the service period
- The operational hours, allowing for different operational modes, and the numbers of copies in service
- The definition of what is counted as a fault/error/failure


An excellent document, which is a companion to the other Adelard document on SOUP. Asserts that “(field experience) Gives feedback on failures occurring in field operation. Applicable to SOUP, but needs to be of high quality to demonstrate reliability.” The document has been written to analyze how a SOUP can satisfy the requirements of IEC 61508; a similar analysis would be useful for guiding COTS compliance to DO-178B.


This document has a lot of insight into how to ensure COTS in safety-critical systems. One similarity between this document and the Adelard documents is the reliance on standards for different characteristics of the COTS. This document ties all of the requisite qualities of COTS with IEEE standards. There are many ideas that stem out of the discussions in the document.

The document discusses dissimilarities of installations between sites; although the same product is being used. This point may be of interest when many copies of the subject software are running in different installations during the service history duration.

The other idea is to require that the problems be tracked.

There is a discussion of values of gradations of assurance for different levels of safety.

a. For the highest level of safety, Category A, the suggestion is the following: “The COTS product should have significant (> 1 year operating time), current severe-error-free operating experience in at least two independent operating locations. Adverse reports should not be excluded even if two operating locations can be found with no adverse reports. The version and release of the proposed COTS product should be identical to that
used in the experience database. The configuration of the product in the experience data base should closely match that of the proposed COTS product.”

b. For the next, Category B: “The COTS product has operated satisfactorily in similar applications. The version and release of reported experience may not be identical to the proposed COTS product, but a consistent configuration management program and well-managed update program provide traceability and change control. Error reporting, tracking, and resolution are consistent and correctly attributable to version and release. The version and release proposed has no major unresolved problems. A current bug list should be available to COTS purchasers as a support option.”

c. For Category C: “The COTS product has been shown to operate without serious malfunction in the instant application. An error-reporting scheme is planned or in place that tracks malfunctions of this COTS product in applications controlled by this applicant. Documentation and records retention allow error histories of 5 years or length of service, whichever is shorter.”


This document contains a discussion of what an applicant or a regulator should be mindful of when service history is proposed for certification credit. “It seems intuitive that operating experience data derived from extensive usage of the same version of a product in similar applications would indicate that the product is acceptable for the intended application. Several issues with this assumption should be considered. First, configuration data of the actual version used in the problem report supplied can be difficult to obtain. As such, the statistical validity of the data is unknown. Error-reporting databases commonly span multiple releases and configurations of a given product. Another issue is that circumstances surrounding the occurrence, monitoring, and recording of failures are often vaguely reported. Even the highest avionics software level system have difficulty in reproducing and diagnosing problems due to the inability to recreate the problem from the information provided. Indeed, some of these activities are not only improperly controlled, but in fact, there might be some motivation for COTS vendors to limit publication of negative experiences, particularly if the COTS product was not originally intended for safety-critical systems. Another key issue regarding operating experience is that extensively used products can still have crucial faults that could cause problems in safety systems. The tendency is to consider operational experience to be like extensive random testing. In this regard, operational experience suffers from the same shortcoming as testing: testing cannot prove the absence of faults.”

A.2 DATA COLLECTION AND SYNTHESIS 2: INTERVIEWS.

A.2.1 INTERVIEWEES.

Interviewees included engineers who have worked on verification and validation of systems in the nuclear domain, utility companies, DoD in general, the U.S. Navy, and general safety-critical application to a variety of application domains. Interviews for the most part focused on
regulations and practice; some conversations were also had on conclusions reached because of personal experiences.

A.2.2 INTERVIEW CHECKLIST.

A basic set of questions for interviews was asked to assess the use of service history in other domains of industry (nuclear, consumer industry, chemical industry, DoD etc.).

The actual questions were slightly modified during the conversations, depending upon the domain and the interviewee's field of specialization.

1. Introduction: A brief synopsis of what we are doing. The term service history may not be used in the domain at hand. Straighten out the vocabulary of COTS, service history, certification, assurance, equivalent level of safety, and alternate means.

2. Scope: Software whose development process is not known, may be COTS or other previously developed software.

3. Service history may be used as a means of establishing confidence in the integrity of software (COTS or for grandfathering of software). Is this means allowed in your industry domain? By itself or in conjunction with other means or both? Is use through explicit or implicit means?
   a. What regulations are in place? Are copies of these regulations available? Are they well understood by the regulators, by the industry? Are there instances where the interpretation of regulations differed? Explain in what areas, and how they were resolved?
   b. How long have these regulations been used?
   c. In your opinion, what are its good points, its bad points?
   d. How would you improve these regulations?

4. If this is an ad hoc process, what is the usual process? Is it widely understood?
   a. What are its advantages and disadvantages?
   b. How would you improve the process whether formal or ad hoc?

5. Whatever method is used, how does the applicant provide assurance for the following questions?
   a. Time: How long is long enough? How did you derive the number? Is it based on engineering judgment or software reliability measures?
   b. Operation: How do you know that the operation in question is exactly the same as during the service history?
c. Environment: Data collected in one environment can be used to gain confidence in another environment only if the environments are similar. How do you assess/establish similarity of environment? How do you assure that mode confusion problems are resolved? How do you assure that differences in kind of exceptions, and exception handling are resolved? How do you assure that human factors issues such as expected behavior of the system under similar circumstances are resolved?

d. Problem Reporting: Many of the COTS suppliers do not have a rigorous problem reporting system. If credit were taken for service history duration, one would have to assure that all of the problems were reported, and all of them were logged and dealt with. How do you assess the quality of problem reporting and configuration of software?

6. Is any of the above assurance activities graduated by the criticality of the system in which service history is to be applied? In avionics applications, the assurance needed depends upon the software criticality, which is a measure of the damage that may be caused if the software were to fail.

7. In assuring avionics, the usual process involves assuring the development process and assuring the product by verification.

a. How do you address proof of adequacy of development process commensurate with the safety and reliability expected?

b. What methods do you use to assure the product? Is safety assured by your methods for COTS using service history equivalent to if you had overseen the development process? In this question, service history may have been used by itself or in conjunction with other measures.

8. Are there particular examples that you can share regarding uses of service history by itself or in conjunction with other measures in your domain. Please also state the level of safety and reliability expected of these examples.

9. In your opinion have these been success stories?

10. What lessons have been learned from these cases? What additional measures would you recommend in the future assurance projects involving COTS? In particular regarding service history?

11. Is there anyone else in your organization who you would suggest talking to?

12. Any one else in related fields or suppliers who might contribute to this study?
A.2.3 INTERVIEW RESULTS.

Interviews 1 and 2:

In the Nuclear domain, Title 10 Part 50 regulations are followed for safety-critical systems that are called Class 1E. These systems are built very conservatively—mostly hardware (HW) and firmware and analog systems. They have to be physically robust (such as earthquake proof) and redundant. There is not much chance of using COTS in this class of systems.

All of the other software are divided into different classes in different power plants. Nuclear Software Management Group is the industry group for software management issues to be resolved. There is a graded approach to building software. At the highest levels of safety the vendor may be required to be “appendix B qualified” which means that the QA system is of the standard that is expected by the NRC through Title 10 part 50 requirements. At lower levels of safety, contracts are used to assure that proper error reporting is established for both safety and business purposes. Corporate administration process is also used for reporting problems. These records are usually kept for the life of the code. There may be some records that are kept for the life of the power plant plus 10 years.

Service experience of COTS or reuse software is of interest only as a risk mitigation tool. Not much credence is given to this data. Testing for intended functions is the way to gain assurance of software. When the testing is successful, commercial dedication is achieved—i.e., although the part or software is not built for the nuclear application, the testing has shown that the part or software is high grade.

Advantages of this type of “informal” approach are that progress may be made quickly. The disadvantages are the risks associated with any informal process. In the nuclear industry there is a pact to alert fellow power plant businesses of safety problems, and share this data freely. At the national level the Institute for Nuclear Power Operations (INPO) and at the world level World Association of Nuclear Operators (WANO) are used as vehicles for maintaining the high level of safety in the nuclear field.

Federal regulations are used as the minimum that an operator would have to do; many of the power plants do more than what is required by the regulations. It is a matter of safety and prudent business decisions.

Interview 3:

Domain: DoD and Nuclear

Applications: 1. SW development tools  
                   2. COTS used within Mission Planning software and Mapping software

Roger noted mixed experience in case of development tools. Sometimes the tools did not perform as advertised. Also, service history was very thin since these were the cutting edge tools. The problems noted were due to scale of application; the other successful applications of COTS may have been of small scale. Complexity is also an issue. He would advocate using
complexity and size as criteria for whether to use COTS. Three to five years of service experience for a tool such as a compiler would be acceptable. Beyond 5 years the problem is that the tool is losing its edge in technology. Quality of service history or problem data records available from the vendor is varied depending upon the vendor.

In mission planning and mapping software, simpler COTS have been used with success. Again, these are simpler uses than the ones described for tools. Complexity is an issue. Roger would not advocate using COTS within software systems of high criticality. For the kind of applications that he is talking about, capabilities, not service history forms the basis for whether to buy those COTS. Size (scalability) is not an issue in these particular types of software (mission planning or mapping). Ease of use, ease of connectivity, and ease of openness are important. A copy of COTS software is tested in a prototype before making the buy decision. Mode is an issue that is hard to address. Usually requirements are obtained from the vendor and the system is tested thoroughly using these requirements. If one vendor has the requirements and another does not for an otherwise comparable product, Roger would buy the product with requirement with the hope that the vendor has better software engineering practices. Testing will be done to exercise all features. Roger has again noticed differences in the details of problem reporting between vendors. In-house problem reporting kept at his company trace the problems down to the LRU level so that when time comes to upgrade the COTS, a decision can be made with respect to the vendor. In-house reports log the resolutions also. Roger emphasized that for critical applications he would not recommend COTS. Roger would like to see COTS vendors using software engineering principles so that their product would be of better quality.

Interview 4:

Domain: U.S. Navy, General safety-critical applications

There is no absolute need to use COTS in all cases; when the safety of the system is in question, it is not clear that equivalence to development assurance can be gained by using service history.

Interview 5:

In nuclear applications a process of assurance of safety critical software whose development history is not known, is documented in IEEE ANS 7-4.3.2. This document assigns what is known as “commercial dedication” to a piece of equipment that may then be used in safety critical applications. The assurance depends upon intense product verification not just on product service history. Product service history is of interest only in a qualitative sense.

A.3 DATA COLLECTION AND SYNTHESIS 3: INDUSTRY BREAKOUT SESSION.

During the FAA National Software Standardization Conference in Danvers, MA (June 5-7, 2001) a breakout session was conducted to solicit industry opinion and ideas on use of service history for certification credit. Twenty-five engineers from industry, as well as government attended the session. The following data was collected based on the comments made during the discussion. The comments validated some of the conclusions independently reached by literature search. The comments also provided some new ideas such as use of tool qualification to justify software reliability method.
A.3.1 COMMENTS CAPTURED DURING THE SESSION.

Questions of Time

Primary flight control (PFC) was initially approved to DO-178B, Level B. The company wanted to bring it over from one aircraft to another. The question was how to combine multiple sets of service history data along with existing design assurance data from the previous software approval.

Can time measurement cut across environments and operations at all?

What is the appropriate unit of time? The warm and fuzzy factor - more qualitative than quantitative.

Statistical significance must be extrapolated down from the aircraft level to a system contribution to a particular failure condition.

How do you separate out the true software contributions from the hardware failure rates, infant mortality, etc?

Taxonomy may be hiding considerations of the “big” picture

Are there certain objectives that simply may not be met through service history?

It may be that service history must be decoupled from individual objectives – you’re really making an argument against the FARs/JARs

HOWEVER, it is likely that the most common cases where people would like to employ service history arguments is just that, namely credit for one or more specific objectives (e.g. service history of x hours for MC/DC)

If you have a failure that is attributable to software but can clearly show through analysis that it is not safety-related, you don’t have to restart the clock. [CNS/ATM group]

What about the problem of problems introduced by modding the code?

Determination of the amount of time will be, by definition, a case-by-case basis - too many variables to define a one size fits all solution.

Success story: Ten years of data, non-flight-critical, three well-defined updates, level B - with an independent monitor (would have been level A otherwise), approx 280 A/C with complete service hours documented (approx 75K)

Bottom-line, however, was the argument was made to FARs not specific objectives, i.e., no tit for tat arguments

How do you take into account functions that operate for only a small window of the total flight hours (e.g., 150 sec for WAAS)
Whatever you do here, it must be relevant and significant!

What about framing this in terms of events?

DOE - Agricultural domain to extrapolate time - similar to HALT

Questions of Operation

How much exposure has each mode seen? Is it ever possible to have visibility to this information - what would the metric look like?

What happens when you translate a common mode of operation from the civil arena to the military arena (e.g. FMC pt A to pt A)

Approach this from the perspective of a trade study. Are there different weightings for the various questions? Weighting criteria tend to be subjective. Can it be tied back to safety? Isn’t this just reliability in disguise?

Consider an exponential curve with a lot of latitude at level D - probably not at all at level A

State analysis, human factors, or other approaches to get at differences between the two operational domains - this is the antithesis of the dissimilarity argument

Questions of Environment

Consider any changes in hardware, interfacing systems, etc

Everything in terms of changes must tie back to safety assessment.

Don’t forget to consider the ramifications of processor changes, compiler changes, linkers, etc...

What about just a “minor” change to the option set used to build (e.g. optimization)

Questions of Problem Reporting (CM)

Is the failure going to be reportable (visible) to allow a problem report even to be generated?

Problem versus a feature?

Attribute the problem to what?

What do you do with the “one-offs” (nonrepeatable, one-time occurrences)?

All PRs must go through safety analysis process.

Military environment - encourage problem reporting under warranty, discourage after warranty expires due to costs born by unit
NFF problems

Trace-back and fault isolation are key to ensuring the integrity of data.

In-service PR’s are much more important than development PRs for the purposes of evaluating maturity (i.e. legitimate service history) Suggested to consider about 2 -3 months prior to release.

MTTR for software problems - lots of considerations in how you get at this actual metric.

Is there an industry average that can be derived for particular types of aircraft to predict expected numbers of problems to externally validate what is being seen?

What is the effect of “operational” workarounds on this whole scenario?

Drop off of reporting once problem becomes known.

Conclusions as presented at the conference:

• Multiple time duration based on available life cycle data and criticality
• Statistical significance derived from the aircraft level to the software level
• FAR/JAR safety argument instead of DO-178B objectives
• Measurement of time must consider exposure to the function and be stated in appropriate units
• Must be relevant and significant (as specified in DO-178B)
• Clock must be restarted for failures having a safety implication
• Artificially extending the duration by statistical prediction
• Approach service history from the perspective of a trade study – give different weights to different attributes
• Service history is really the antithesis of the dissimilarity argument in DO-178B
• Many problems are simply not visible in a way that allows appropriate problem reporting (attributable to software)
• All problem reports should be investigated through safety assessment
• Problem reporting may be encouraged or discouraged for business, procedural or perception reasons
• Nonrepeatable and “no fault found” problems – what then?
• Can Mean Time To Repair (MTTR) be used as a measure of the severity of the problem?
APPENDIX B—SERVICE HISTORY—LITERATURE SEARCH

About 200 references were examined for this project. Not all of the references had a discussion on service history. There was a contradiction inherent to commercial software that embraced COTS because of the novelty of technology. No consideration was given to service history data and, in many cases, none existed. The only domains where service history played an important role were safety-critical domains of nuclear, defense, and aviation. Of these fields, it was generally found that the European literature is more prolific in addressing the use of service history. Further, the European safety culture also accepts software reliability measures. The close connection between software reliability and product service history helps the discussion of both the topics in European defense standards, guidelines for medical devices, and nuclear applications.

B.1 GENERAL PAPERS.

This category includes general material that spans multiple industry segments or is generic to the topic of COTS or service history. In addition, this section contains material that relates to the use of COTS and service history in consumer products such as those evaluated by Underwriter’s Laboratories (UL).

Many of the COTS used in aviation (mainly ground systems and less frequently in avionics) have a product history in the consumer domain (cars, telecommunications, display, and sound from entertainment systems, etc.). Further, considerations in using product history for product assurance are common across the various domains.
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B.2 NUCLEAR.

Although their use of software is fairly small compared to civil aviation, the nuclear industry, and in particular the Nuclear Regulatory Commission (NRC), invested significant funds in establishing guidelines for the use of COTS in nuclear applications. These guidelines along with the associated research efforts have established ground rules including many elements of service history.

Both the aviation sector and the nuclear sector are concerned with safety. The NRC follows a tiered system of three levels of safety criticality. The aviation industry may be able to draw upon the experiences in other regulated safety-critical industry.

B.2.1 BIBLIOGRAPHY.
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B.3 DEFENSE.

Much of the data that has been collected for review as the research plan is developed originates in the defense sector. It is important to note at this early stage that the relevance and usefulness of this data has not been established. This caveat stems from the difference in focus of mission critical versus safety critical.
Many of the COTS used in DoD are used in military aviation. Rules for use of service history within this COTS selection and acquisition process may help answer some of the concerns within the civil aviation community.
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B.4 CIVIL AVIATION AND SPACE APPLICATIONS.

Service History has been an area of debate ever since the rules for civil aircraft certification were established. References in this area cover the latest dialogues underway in RTCA SC-190 on the subject, as well as prior work and guidance. A small number of sources have been identified from the space sector to supplement this area.

Use of COTS in Aviation raises concerns of safety, reliability and product obsolescence from both the industry and regulators. Further, there are concerns of measurable objective evidence that can be applied to variety of products built using variety of processes. Concerns need to be addressed in any policy that will be useful for both the regulators and the industry.
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B.5. SUPPLEMENTAL—SOFTWARE TESTING, RELIABILITY, AND SAFETY.

The four areas of software testing, risk management, reliability, and safety were included in the literature search to aid in the assessment of service history approaches as they relate to certification. Given the breadth of each of these areas, this part of the search was more narrowly defined to those sources that would allow determination of how service history relates to, could be established by, or could be assessed through their use.
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