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five-test select~on battery e~~wently given to select Air Traffic 
Controllers. Data Aa~~C<-" collected on two new tests being considered for 
incorporation into the battery. To determine the utility of the old and new tests, 
it is necessary to correlate the tests with a criterion of job success. However, 
since criterion information is available only gn persons already selected for air 
traffic control- work, the correlatiOn is restricted to this upper range of 
persons, and is, thereby, spuriously l'ov fol:- prediction purposes. TJ properly 
evaluate the utility of the tests, the correlation must be corrected for this 
restriction in ·range. This paper describes a new procedure to more accurately 
correct correlations for reStriction in range. By Y~nte Carlo methods the new 
procedure is compared with Gulliksen and Thorndike's procedures and is shown to 
be more accurate. 
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THE DEVELOPMENT OF THE ATC SELECTION BATTERY: A NEW PROCEDURE TO MAKE 
MAXIMUM USE OF aVAILABLE INfORMATION WHEN CORRECTING CORRELATIONS FOR 

RESTRICTION IN RANGE DUE TO SELECTION 

Introduction. 

To develop or update a test battery used for selecting personnel, two 
very important steps ~ust be completed. First, the most valid tests must 
be chosen, and second, a weighting system must be devised which will 
combine these testd into a composite that yields a maximum validity 
coefficient. In order to do this all tests uoder consideration are 
intercorrelated with each other and correlated with a specified criterion 
of job success. These correlations are used to regress the test scores on 
the job success criterion and the coefficients from the regression analysis 
are Eher, used to determine which tests should be included in or deleted 
from the battery and what the relative weights should be for each test. 
These weighted test scores are then co~bined to form the composite score 
which is used for selection. 

. In the selection or·a1r traffic controllers, a five-test selection 
battery is currently given to applicants, each test score is· weighted, and 
tne·· five weildlted scores are combined to fQrm ;t composite which is used to 
select '>andiaates for Air Traffic Control lATCi training. This test 
battery is in the process· of being revised, and several new selection tests 
have been developed which could replace part or all of the existing 
five-test battery. To evaluate these new tests and compare the~ with the 
existing battery, they were administered to 71000 ATC applicants along with 
the existing five-test battery. The applican~ scores o~ the five existing 
tests and the new tests were then correlated to see how ~uch overlap 
existed between the~. 

·.-_ •• ~ ' j. 

In order to determine the utility of the tests, both old and new, it 
was necessary to correlate the~ with some criterion measure of job success. 
Unfortunately, job success measures are available only for those 
individuals selected to be controllers, and this selection is based on 
scores only on the five·current selection tests. An i~portant factor 
influencing the size or correlation coefficients between a test and the 
criterion is the range of scores available on the tests and on the 
criterion. Since information about the. job succ"'ss criterion is avaiiable 

.. .only for the ATC applicants whc have· been selected for employment, only the 
upper range of scores is available on the criterion. Because of ~his 
restriction in r?~ge, the correlations between the current selection test 
scores and the j~o success criterion will be spuriously low. This 
situation is illustrated in Figure 1. . 

The new tests belng considered to replace part or all of the existing 
test battery will have a larger range and variance in the selected group 
than the five tests actually used for selectio:.l. In fact_, the range and 
variance will be restricted only to the extent that the new tests correlate 
with the old tests, and will be as restricted as the old tests only if this 
correlation is 1.0. Because of this differential restriction in range, the 
new tests will correlate higher with the job success criterion in the 
selected group than will the old tests. ' 
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Figure 1. The e.ffect of restricted range on a correlation 

coefficient. Subjects'in ·the smaller box represent 
the selected group. The unreSt-ricted correlat'ion of -
the two variables is .88, and the restricted is .15. 

To adjust for this spurious result, the correlations with the job 
success criterion must be corrected for restriction in range to assess the 
validity of the tests used for selection and to determine how the current 
tests used for selection co~pare with the new tests. Th~ correction must 
tal<;e place prior to performance of re_gressio·n analyses: otherwise, the new 
testS Will appear SUPOI'iOI' to the CiJrl'ent teSts because Of' nothing :110re . 
than a statistical at'tifact. This also means that, when corrected, the new 
test correlations with the criterion will generally increase less than the 
o~d test correlations. 

Since a composite score is used for selection of ATC trainees, and the 
five tests in the existing battery are not given equal weightsA some tests 
in the battery contribute more to the composite than others. ~ecause of 

. _this differential contribution to the composite, some,of the five test_s 
which form the composite will be ·more ·restricteo in -range ~han others .• 
Consequently, the correlations for some tests which for:11 the composite, 
when corrected for restriction in rang~. will increase more than others, 
and the amount of increase will be proportional to the amount of 
restriction in the variance for each particular test. 

Equal Employ:Dent Opportunity Commission (EEOC) Guidelines state that 
tests used for personnel selection must be demonstrated to be valid 
predictors of job success, and the magnitude of the validity coefficient 
must be both "practically and statistically significant" (3}. The 
spuriously low correlation coefficient due to selection, then, becomes a 
very i~~ortant legal iss~e in addition to its importance in assessing the 
value of new selection tests. Numerous litigations have occurred as a 
result of this problem, several of which related to the accuracy of the 
methods employed in correcting the validity coefficients for restriction in 
range ( 1). 
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There are two major statistical formulas which have been developed to 
correct the correlation of a test and a job success criterion. For the 
purposes of this study, the following notation will be used for all 
formulas: 

X = the current selection comgosite score 
y = the new test, or one of t e five components 

of the current test battery 
z = the job success criterion 

RR = the unrestricted correlation of the variable 

ss = 
subscri('Jted 
the unr>stricted standard deviation or the 
variable subscripted 

R = the restricted correlation of the variable 

s = 
subscri~ted 
the res ricted standard deviation of the 
variable subscripted 

Both major formulas estimate the value of RRyz based on the information 
available on the restricted group: Rxy, Rxz, Ryz, Sx, Sy, and Sz. They 
differ in their assumptions about info~tion available on the unrestricted 
group. 

The first formula (5), Thorndike's formula 7 case III (hereafter 
referred to as T7), assumes that only SSx is available for the unrestricted 
group and uses the ratio SSx/Sx and the restricted ~orrelations to estimate 
RRxy, RRxz, SSy and SSz. These estimat~s in turn are used to estimate 
RRyz. The second major formula(~), Gulliksen•s fo:-mula 37 (hereafter 
referred to as G37)~ assumes that only SSy is available on the unrestricted 
group and uses SSy-~y and the restricted correlations and variances to 
esti~te RRxy, RRxz, SSx, and SSz. These also are used to estimate RRyz, 
which is, of course1 the desired unrestricted correlation of the test and 
the job success cri&erion. 

The problem in using either of these formulas for the ATC selection 
situation is that both T7 and G37 require making estimates or either SSx or 
SSy and RRxy 1 when this unrestricted information is actually available from 
the·applican& sample. The purpose of this study was to develop a procedure 
for correcting for restriction in range using available unrestricted · 
values. In the two formulas already developed1 estimates of SSz and RRxz 
only are required to estimate RRyz. In order &o make maximum use of the 
unrestricted information, two formulas were derived by the first author of 
this paper. The first formula (hereafter referred to as Bl) uses ssx to 
derive e~timates of SSz and RRxz. The second formula (hereafter referred 
to ~ B2J uses ssr to derive estimates of these variables. In both 
formulas, the est mates, along with the_ actual unrestricted valu!!S.PfRRxy 

..... and either Sx or Syf were used in conjunction with restricted· correlations 
to estimate RRyz. he four formulas were compared both mathematically and 
by using Monte Carlo techniques to determine wnt~h can be most accurate in 
estimating RRyz across different selection ratios and different correlation 
values. 

Httt.~-

Following Gulliksen's (~) schema for dorivation of the correction 
formulas, three assumptions were employed, Where upper case and lower case 
letters represent unrestricted and restricted variables respectively and 
x = the test used for selection, y = the new test being assessed anij 
z = the success criterion. 
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Assumption 1. The slopes of the re~ressions of the new test and the 
criterion used for selection are not affected by selection. 

Rxy ~ = RRXY ~ 
sx SSx 

(1) 
Rxz ~ = RRxz ~~ 

Sx SSx 

Assumption 2. The error made in estimating the new test scores and 
the criterion from the selection test scores is not affected by selection. 

2 2 2 2 
Sy (1 - Rxy ) = SSy (1 - RRXY ) 

(2) 
2 2 2 2 

Sz (1 - Rxz ) = Ssz (1 - RRxz ) 

Assumption 3. The partial correlation between the new test and the 
criterion is not affected by selection. 

__ ....fi.IL::.J!nHxL __ = 
-,./ . 2 2 V (1 - RXY )(1 - Rxz ) 

. .I!.Ru - RRxyll.l).n _ _ ( 3) v . 2 2 
(1 - RRXY )(1 - RRxz ) 

Based on assumptions 1 through 3, derivation of the root formulas proceed 
as follows. 

Equation (1) is solved for RRXY, 

RRxy = RXY~ 
SSySx 

and RRxy is substituted in equation (2), 

2 2 2( 2 2 2 ) Sy (1 - Rxy ) = SSy 1 - Rxy ~~ , 
SSy Sx 

Multiplying the right side through by ssy 2, 

2 2 2 2 2 2 
Sy (1 - Rxy ) = SSy - Rxy Sy ~ 

Sx 

4 

(4) 

(5) 

(6) 
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and solving for ssr. 

2 2[ 2 ( <? 2)11 SSy : Sy (1- Rxy) + Rxy ~!:z~• 

Substituting Ssy 2 in equation (4), 

RRxy = -----~~-~L___ - . 
V1 _ R~/. Rx/ (~~r 

The same method can be used to derive SSz 2 and RRxz 2. 

2 
SSz : s/t -Rx~2 + Rx/(~rJ 

= -----~~:~_::__·---~ RRxz 

-J 1 - Rx/ • Rx/ (§_~r 

Solving for RRyz in equ4tion (3) we algebraically change 
equation (2). dividing first by SSy 2 and taking the square root, 

and divi<ling by ssz2. and taking the square root, 

,.------2 . 
(1 - Rxz ) 

~ubstituting (11) and (12) in the denomir.ator or (3) 

-- ____ l!Y'l.. -::..l!u.J!!!.'l._-- -- = __ lR!Y~_-::._fifi~ij!!.'l.lS§y~~~--

-!-----;;--~-·-··· 2 ... c. 
1 - Rxy 1 - Rxz SySz-,f~-~-~~/-J1 - Rx/ 

5 

-------------------

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

( 131 



and solving for RRyz 

RRyz : l~-~S~~~~~~tSJl~~ + RRxyRRxz , (14) 

The equations in assumption 1 can be algebraically combined, 
producing 

2 
RRxyRRicz = RxyRxz .~SbS-~'1.-

Sx SSySSz 

Substituting (15) in (14) and factoring out SySz/SSySSz, 

RRyz = -~sz_ [Ryz - RxyRxz + RxyRxz '!J.~~ J . 
SSySSz sx2 

(15) 

(16) 

Formula (16) is the root formula for the development of the first two 
correction formulas, and for:nula ( 14) serves as th,e root formula for. . ... 
correction formulas (3) ·and (4). The. first correction formula is derived 
on the basis .. that neither SSy nor SSz are available and SSy and SSz are 
estimated using the proportion SSx/Sx. 

Substituting the estimates for SSy (7) and ssz (9) in the root formula 
(16) and simplifying gives: 

2 
Ryz - RxyRxz + RxyRxz ~~- · 

-------- ~._ __ ---- . - -~"' ~ ... -- ... RRyz : (17) • 
2 2 2 2 2 2 

_ Rxy + Rxy ~ll.l)(1 - Rxz + Rxz '!J.Sxl) 
Sx Sx 

Formula \17) is equivalent to Thorndike's T7 (and also to Gulliksen's 
formula 19, ref. 4, p. 149). 

The second correction formula-uses the information (SSy- Sy), the 
restriction of the variance of test y, to estimate the restriction in SSX 
and SSz due to selection. Proceeding Qn this ba~is, 

Equation (2) is sclved for RRXYZ, giving 

RRXY
2 

= 1 -( ~)( 1 
SSy 

Equation (1) can be expressed as 

2 
- Rxy ). 

SSx = RRxll.~~. 
"'SX "l!iYSY 

6 

(18) 

(19) 



and substituting (18) in (19) and solving for SSx, 

ssx = sx V ss/ -s_s...:(t_..,__!!u_~. 
sylfxy 

Next, solve (2) for RRxz, yiel1ing 

RRxz = Rxz SASSx. 
SxSSZ 

Substituting (21) in (2), solving for ssz 2 and sbplifying 
produces, 

2 [ 2 2 2 2 2 2] SSz = Sz Sy -Rxy - -~~ + SSy Rxz • 
Sy Rxy 

Returning to the root eq~ation (16), substituting the 
estionates for SSx (20) and SSz (22)· and sbplifying produces 
second correction formula. 

2 2 2 
RRyz = __,R.,x..,.z~< ~~===-:;~~:::-l.~-::::•::-~l!n~!!v=~~a==.=:: 

, I 2 2 2 2 2 
SSy VRxz (SSy - Sy) + Sy Rxy 

Formula (23) is Gulliksen•s formula G37· 

the 

(20) 

(21) 

(22) 

(23) 

The third and fourth correction formulas employ the assumptions of the 
first and second correction formulas, respectively, and make the ad~itional 
assumptions that the new test under consideration, test y, was administered 
to the applicant group. Consequently, there is no need to esti$0te RRxy, 
SSy or SSx, and formula (14) can be utilized as the root formul~. 

Substituting estimates for SSz (9) and RRxz (10) used in 
deriving the first correction formula ( 17) in the root formula ( 14·) 
and simplifying gives the third correction for~ula, 

(24) 

RRyz 
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To obtain the fourth correction formula RRxz must be 
derived in terms of (SSy- Sy) by first solving equation (2) for RRxz2 , 

2 2 2 
RRxz = 1 - S;_lL-::2lilt~-l- (25) 

. ssz 

Substituting (22) in (25), multiplying and shplifying yields, 

2 2 2 2 
RRxz = Rxz ___ 2]JS:y2--:: -~Y-2-·L~ll _R,lU'_2_ .. 2. (26) 

SSy Rxz - Sy Rxz + Sy Rxy 

To form the fourth correction formula, (22) and (26) are 
substituted in the root formula (14) and simplified giving,_ (27) 

RRyz 
. Sy(Ryz - RxyRxzl 

= ------------------ '----···-- + RRxyRxz 
2 2 2 2 2 2 

SSy ~..ftu_ -: .. ~ -~x;_2~_..§S.:t.J!.U _ 

2 2 2 2 
<ss:t: - ~- L• ~ .. Ru 2 2 --~2 '2~-- 2---2 

SSy Rxz - Sy Rxz + Sy Rxy 

Sy Rxy 
To evaluate the effects of the selection ratio, RRxy, and RRyz on the 

restricted Ryz mathematically the process employed above to obtain 
unrestricted parameter esthtai.es from restricted parameters was reversed to 
obtain explicit restricted para~et~r esti~tes in terms of unrestricted 
parameters. The Ryz's were then calculated as a function of the selection 
ratio, RRxy, and RRyz and compared to the RRyz to determine their 
respective effects on restriction in_RRyz. 

Since the derivation of formulas for the explicit restricted 
parameters follows a set pattern parallel to the steps in deriving the· 
corraction formulas, the pattern will be demonstrated and the remaining 
formulas will si~ply be 3~ven. This is done for the two cases employing 
the assumptions: (i) (SSx/Sx) is used to esti~te the amount of 
restriction as in correction formulas T7 and Bl (hereafter referred to as 
assumption A-SSx); and (ii) (SSy- Sy) is used to estimate the amount of 
restriction as in correction formulas G37 and B2 (hereafter referred to as 
assumption A-SSy). 

For A-SSx, ( SSx/Sx) , . ... . 
Equation (1) is solved for Rxy,_ 

Rxy =· RRxy SSY_ful. 
; sy5"Sx 

(28) 

and 
Rxy is substituted into equation (2), and multiplying through 

solving for Sy 2, · 

2 2[ 2 . 2 _Sx~1· (29) 
Sy = SSy (1 - RRxy ) + RRxy --:2 

ssx 

8 



Substituting Sy 2 {29) in equation {28), 

Rxy = -;=:.:-=:R~Rx~v:=::-~~~~-=-==::· 
2 

2 _:ilL 2 
{1 - RRxy ) + RRxy 2 

ssx 

(30) 

The pattern that parallels the develo~ment of the correction formulas 
can be noted by comparing {28), (29), and 30) to {4), {7), and {8). The 
restricted correlations in {4), {7) and { J become unrestricted 
correlations in {28), {29), and {30l, and the ratio of {SSx/Sx) becomes 
{Sx/SSx). The same pattern exisLs in the remaining deri>ations for Sz and 
Rxz. Consequently, these explicit equations can be given as, 

and 

To obtain Ryz, root formula {16) is solved for Ryz, 

Ryz = S.~i~l. rRRyz - RRxyRRxz + RRxyRRxz ~~]- , 
[ . SSx 

and {29) and {31) are substituted into {33) and simplified 
to produce, 

2 
RRyz - RRxyRRxz + RRxyRRxz ~ 

Ryz = _ _ ___ _ _ :~:_--- -- ---- -;;-:..==:_s.s:::-::::11:.;:;-==--::.:-:.:;-"'-;::.--o::-:::-;:.-=: 

~(1- RRxy
2

) + RRxy2(S::~) {1- RRxz
2

) + RRxz2(~~) 
For A-SSy, {SSy- Sy), 

equation {2) is solved for Rxy2, giving 

2 2 2 
Rxy = 1 - S.~t {1 - RRxy ). 

Sy 

9 

{31) 

(32) 

{33) 

(34) 

(35) 
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The equations in assumption 1 can be expressed as 

(36) 

and substituting (35) in (36) and solving for Sx, 

(37) 

By comparing {35), (36), and (37) to (18), (19), and (20) the pattern 
emerges. The restricted correlations in (18), (19), and (20) become 
unrestricted in (35) (36) and (37) and (Sy/SSy) and (SSy - Sy) become 
(SSy/Sy) and {Sy - SSy). Applying this pattern, Sz, Rxz, and Rxy is given 
as, 

I 

Sz 2 ssz 
2 2 2 2 2 ·2 

~~a~~-~-~~~~~~--t-~-~s~. 
SSy RRxy 

2 2 2 2 
2 Sy~-"~-~~pJ!.l!xr.z----2"' 

Sy RRxz - SSy RRxz + SSy RRxy 

Rxy • ~1 -( ~~){1 -RRxy
2

) • 

and 

To obtain Ryz., root rormuliJ ( 111) is solved for Ryz, after 
substituti~ values lrod formula t1J, . 

. 
(38) 

(39) 

Ryz a :s~SSz [{ RRyz - RRxyRRxz) + RRxyRRxz ..Ji!/] , (II 1) 
Sy5Z . 2 

SSx 

Substituting (37) and (38) in (111) and si~plifying produces, 

2 2 2 
Ryz • _ ._R!Inl.,S:t __ ..,_ .SSL-Lt .BH>a:l\~~_:. __ 

Sy. ;,:~z~~/~ SSy2) + SS72RRxy2 • 
(112) 

10 



To examine the effects that selection ra~io, RRxy, and RRyz had on the 
restricted Ryz, the ratio (Sx/SSx) was assigned values of .3 .5 and .8 
and Ryz was computed while varyi~ RRxy from .01 to 1.0 at .61 i~tervals 
for RRyz values of .2 .4, and .6. To insure that each (Sx/SSx) and 
(SSy(- Sy) represented equal selection effects, the formulas for Rxy tor 
the Sx/SSx) and (SSy - Sy) casee were set equal, 

RRxy ~ ________ l!l!x__ _______ z 

_r-- 2 2 2 
--v(1- RRxy l + RRxy ~ 

ssx 
J1- ~~(1-

Sy 

2 
RRxy l 

and the equation solved for Sy , 

2 2 2 2 2 
Sy : SSy ( 1 - RRxy I + RRxy ~ , 

ssx 

You may notice that.formula (44) is the same as formula (29) even though 
they were derived from different root eguations. SSy2 will be arbitrarily 
set at a constant 20 and Sy2 will be solved for Sx/SSx ratios of .2, 
.5, and .8. 

A demonstration of the characteristics or the four correction formulas 
in terms of more refined influence~ was also performed b{ using Monte Carlo 
techniques. The Monte Carlo study examine4 ~he comparat ve accuracy of the 
four correction formulas as a function or (i) the selection ratio, \ii) 
RRxy, and (iii) RRyz. 

In order to generate data or known means, standard deviations, and 
intercorrelations, a program (MNRNG) (2) (see Appendix A) was modified by 
the authors and used. The progra• uses the Marsaglia's reasonably fast 
method to generate normalli distributed variables whose covariances are 
those required by a specif ed correlation matrix input into the prograa. 
Table 1 contains the relevant portion of the correlation matrix input into 
this prograa. 

Table 1. Relevant Correlations Input Into HNRNG 

1 2 3 " 5 6 1 8 9 10 11 
1 0.6 o.l 0.~ 0.~ o.~ 0.~ 0.3 0.2 0.11 0.5 2 o. o. o. o. o. X X X X 
~ o, 1 0.2 0.3 0.11 0.5 0.1 0.1 0.1 

X X X X 0.2 0.2 0.2 
2 X X X 0.~ 0.~ o.~ X X o. o. o. 
~ X 0.5 0.5 0.5 

X X X ,g X X 
X 

1 The correlations denoted by X were not used in the analysis. 
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For the purpose of this analysis variable 1 was defined as variable x, and 
variables 2,3,9,10, and 11 alternated as variable y and variables . 
3,4,5,6,7A and o were used for variable z. The unrestricted correlation of 
x and z (nRxz) was a constant 0.30, the unrestricted correlation of x and y 
(RRxy) ranged from 0.2 to 0.6 in increments of 0.1, and the unrestricted 
correlation of Y and z (RRyz) ranged from 0.1 to 0.5 in increments of 0.1 
also. All possible combinations of RRxy and RRyz were generated by using 
the various variables from the generated data as shown in Table 2. 

Table 2. Variables Used as x,y, and z for Assigned Values of RRxy and RRyz 

\'alues 
of 

RRxy 

X : 
0.2 y = 

z = 
X : 

0.3 ~ ; 

X : 
0.4 y = 

z = 
X : 

0.5 y = 
z = 
X : 

().6 y = 
z = 

0.1 

Var I 
1 

~ 
1 

a 
1 

10 
3 

1 
11 
3 
1 
2 
3 

1 Variable I used for x, y, or z. 

Values of HRyz 

0.2 

Var I 
1 

2 
1 

s 
1 

1~ 

0.3 

Var I 
1 

~ 

1 
10 
5 

1 
11 
5 
1 
2 
5 

0.4 

Var I 
1 

~ 

1 
1~ 

1 
2 
6 

0.5 

Var I 
1 

~ 

1 
10 
7 

1 
11 
7 
1 
2 
7 

After a sample of 1 000 subjects· had been generated by using the 
correlation matrix specified in Table 1, the sa~ple was sorted into 
descending order based on variable 1 the x variable. Using a program 
(REST) developed by ~ewis and Boone (see Appendix A), the sample was then 
restricted on variable 1 using five different ratios, 10-J, 20J, 30S, 40i, 
and 50J. For each selection ratio the four for~ulas for correction for 
restricLion in range were used to esti~te the value of Rrlyz. This was 
done for each selection ratio for all 25 combinations of RRxy and RRyz 
described in Table 2• The correlations computed from the restri~ted sample 
and the unrestricted sample were input into a subroutine (COrlESTI developed 
by Lewis and Boone (see Appendix B) which employs all four correction 
formulas and transformed the esti~te of RRyz as kell as the actual values 
of RRxy, RRxz, and RRyz by using the Fischer R to Z so that the values 
could later be averaged. This was repeated for 100 samples. A summary of 
the process is as follows in Table 3. 
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Table 3. Sul!llllary of Processes Used in Study 

1. Generate 1,000 subjects with scores on 11 variables as defined 
by means, standard deviations, and correlations. 

2. 

3. 

4. 

Sort sample into descending order based on scores on variable 1. 

Restrict sample based on selection ratios of 10J, 20%, 30%, 40%, 
and 50~. . 

Calculate the four different estimates of RRyz for each restricted 
sample based on values of HRxy ranging from 0.2 to 0.6 and on 
values of RRyz ran~ing from 0.1 to 0.5. 

5. Transform all correlations and estimated correlations by using 
Fischer R to Z transfor_mation and for use in later averaging. 

The results were then grepared in tabular and graphical form. Since the 
sample size was 100,00 , significance tests were oeemed inappropriate. 

lm4\lll.~. 

Figures 2 through 7 represent the calculated value of the restricted 
correlation, Ryz, when the unrestricted correlations, RRxz and RRyz, are 
equated and assigned values of .2, .4, or .6. For each figure the 
unrestricted correlation RRxy was allowed to vary from .01 to 1.00 by 
increments of .01. The ratio of the variances on the explicit selection 
variable was assi6lled values of .2, ~5 and .8 and Ryz was plotted as a 
function of RRxy_for each selection ratio. This was done for the variance 
assumptions of T7 and 81 (A-SSx) and also for the assumptions of G37 and 82 
(A-SSy) for each assi~ned value or RRxz and RRyz. 

The remaining figures and tables in the present study are based on the 
data obtained through the Monte Carlo technique described in Table 3. 

1
The 

actual correlation matrix obtained from the input of the matrix in Tab e 1 
is contained in Table 4, 

Table 4. Actual Correlation Matrix 

1 .~0 Jo 4 6 Jo a Jo 10 11 
1 X .30 .~o .~0 .30 ·" 1 .50 
2 X .10 .21 • 1 • 1 .~o X X X X 

~ X .09 • 0 .29 • 0 .50 .10 .09 .11 
X X X X X .21 .21 .20 

~ .... ··-· X -X X X .29 ·~1 ·~l X_ X X .41 • 0 • 0 

~ X X .49 .49 .50 
X X X X 

9 X X X 
10 X X 
11 X 

rn order to assess the accuracy of prediction or each correlation 
procedure, an error term was calculated based on the absolute value of the 
difference between the actual unrestricted correlation RHyz and the 
estimated correlation Ryz. Table 5 contains this error term, RRyz - Ryz, 
ror each correction formula, for each selection ratio, for each value or 
RRxy and for each value of RRyz. Figure 8 represents this error term as a 
function of selection ratio for the four correction formulas and for the 
actual restricted correlation Ryz. Figure 9 represents the error term as a 
function of RRxy for the four formulas and Ryz. Figure 10 represents the 
'error term as a function of RRyz for the rour formulas and Ryz. 
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Figure 3. For the assumptions of formulas G37 and B2 when 
RRxz•RRyzm,2, the calculated Ryz across RRxy for 
values of {Sx/SSx). 
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RRxz•RRyz•.6, the calculated Ryz across RRxy for 
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RRxz•RRyz•.6, the calculated Ryz across RRxy for 
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SELECTION RATIO 

Error by selection ratio for the four 
correction. formulas and the actu~l restricted 
value of Ryz. 
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Table 5. Average Error in 

Error by Formula 
81 T7 

Means 0 .01t4 0.051 = <Stds = 0.0 0.05 

.12 

.10 

~-08 

' H 

~.06 

" 
.04 

-- Rfttrlcted R,.z 
.... - .... Formuto G-37 
-·-- Formula T-7 
--- Formula 8-2 
--- Formula 8 -I 

.02'-_..__.._ _ _,_ _ _,_ _ _, 
·' .2 .3 .4 .5 

RRrz 

Figure 10. Error values of RRyz 
for the four correc­
tion formulas and the 
actual restricted 
value of Ryz. 

Estiolation of RRyz 

G37 B2 

0.078 0.058 
0.11 0.07 

Error by Selection Ratio 
10S 20~ 30S 40~ 5~ 

Means = 0.11~ o:o6a 0.050 00~~& 0.028 Stds = 0.2 0.1 o. 11 0.06 

Error by RRxy 
.60 .20 .30 .40 .50 

Means = 0.056 o.o5g 0.058 0.054 0.062 Stds = 0.1 0.1 0.14 0.14 0.18 

Error by RRyz 

.10 .20 .30 .40 .50 
Means ·=· 0.011 0.055 0.048 0.060 o.osg Stds = 0.1 0.13 0.11 0.15 0.1 

21 

I' 

\ 

\ 



Table 6 contains the average Ryz for formula B1 for Poach value of RRyz 
by values of RRxy by selection ratio. To averafe the correlations, they 
were transformed using the Pischer R to Z trans ormation, averaged, and 
then transformed back to a correlation. Table 7 contain& the same 
information for for~ula T7, Table 8 contains the information for formula 
G37, ,and Table 9 contains the information for formula B2. 

Table 6 

Avera~e Ryz for Pormula B1 
by RRxy aJ;d Selection Ratio for Each RRyz 

RRyz : 0.1 

RRxy : 0.2 0.~ 0.4 o.~ 0.6 
10$ Selection 0.082 0.1 1 0.097 0.1 2 0.089 
20~ Selection 0,.115 0.1~~ o.o~a O.Of7 o.osA 
30S Selection 0.103 0.1 o.o 0.1 9 0.09 
40~ Selection 0.111 0.110 0.10~ 0.1~9 0.145 
50 Selection 0.092 0.094 0.12 0.1 7 0.143 

RRyz : 0.2 

RRxy : 0.2 o.~ 0.4 0.5 0.6 
10~ Select.ion 0.207 0.1 0 0.244 0.215 0.26~ 
20~ Selection 0.184 0.144 0.232 0.212 0.22 
30$ Selection 0.173 0 .1~7 0.212 0.197 0.20 
40:& Selection 0.18~ 0.1 0 0.20~ 0.213 0.224 
50'l Selection 0.19 0.189 0. i8 0.191 0.207 

RRyz = 0.3 

10~ 
RRxy = 0.2 o.a 0.4 o.~ 0.6 

Selection 0.272 0.2 9 0.302 0.2 7 0.275 
20$ Selection 0.25a 0.247 C.2BO 0.267 0.261 
ao~ Selection 0.25 0.292 0.2 4 0.269 0.2 7 
0~ Selection 0.279 0.~10 0.~06 0.290 0.~01 

50'l Selection 0.281 o. 07 o. 06 0.296 0. 12 

RRyz : 0.4 

RRxy : 0.2 0.3 0.4 0.5 0 ~'if'·~-
•; 

10S Selection D.302 o:2ll6 0.388 0.35~ 0.388 
20$ Selection 0.357 0.3 3 

q86 0.3~ 0.3~9 
~OS Selection 0.~68 uga o.~ 4 

OS Selection 0. 75 o. 6s o. 58 8:~o~ 
50S Se-lection 0.396 0.391 0.404 0.376 0.409 

RRyz : 0.5 

RRxy : 0.2 0.~ 0.4 0.5 0.6 
10S Selection 0.45~ 0.4 ~ 0.~85 0.42~ 0.~89 
201 Selection 0.46 0.4g 0. ~1 0.47 o. 65 

a8s Selection 0.4 0.5 9 0.4 3 0.46 0.4111 
Selection 0.475 0.511 0.470 0.482 0.506 

50'l Selection 0.477 0.500 0.482 0.491 0.504 
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Table 7 

Avera~e Ryz for Formula T7 
by RRxy and election Ratio for Each RRyz 

RRyz = 0.1 

RRxy = 0.2 0.3 0.4 0.5 0.6 10S Selection 0.071 0.107 0.12~ 0.122 0.039 
20~ Selection 0.096 0.107 0.04 0.094 0.039 
~0~ Selection 0.100 0.106 0.051 0.122 0.0~3 0~ Selection 0.1g4 0.120 o.of~ 0.148 0.1 2 50 Selection o.o 7 0.105 0.1 0.137 0.145 
RRyz = 0.2 

RRxy = 0.2 0.3 0.4 0.~ 0.6 
10~ Selection 0.223 0.190 0.264 0.1 6 0.211 20S Se 1 ect ion 0.163 0.131 0.234 0.205 0.217 
ao~ Se teet ion 0.13 0.15~ 0.211 0.1f5 0.1~7 0 Selection 0.1 5 0.19 0.20 0.2 9 0.2 5 50S Selection 0.191 0.201 0.183 0.191 0.210 
RRy:r = 0.3 

RRxy : 0.2 0.3 0.4 0.~ 0.6 10~ Selection 0.2~4 0.2~6 o.r6 0.2 5 0.27~ 20~ Selection 0.2 1 0.2 2 0. 09 0.26g 0.23 ~OS Selection 0.26 0.292 0. 91 0.27 0.2 7 OS Selection 0.278 0.321 0.313 0.299 0.303 50~ Selection 0.279 0.319 0.309 0.297 0.315 
RRyz = 0.4 

RRxy = 0.2 o.~ 0.4 0.5 0.6 
10~ Selection 0.~~0 0.~ 6 0.424 0.~~2 O.j62 20J Selection 0. 8 0. 10 0.401 0. 0 0. 4 
~OS Selection 0.376 0.377 0.406 0-3&1 0.~85 OS Selection 0. 37!1 0.~97 0.414 o.p o. 07 50J Selection 0.396 0. 03 0.408 0. 77 0.411 
RRyz = 0.5 

RR>cy : 0.2 o.a 0.4 0.5 0.6 lOS Select1on 0.484 o. 17 0.458 o.aoo o.44J 2011 Selection 0.483 0. 96 0.470 0. 74 0.~7 
~0~ Select ion 0.4 2 0.512 0.467 0.480 0.484 OS Selection 0.479 0.524 0.483 0.492 0.511 50S Selection 0.479 0.511 0.489 0.492 0.507 
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Table 8 

by 
Averai: Ryz for Fo~la Gl! 

iiRxy and lection Ratio for ch Rftyz 

RRyz • 0.1 

aRxr • 0.2 ur 0.4 0.5 0.6 \OJ Select on 0.2~5 0.154 0.260 0.1xs 20S Selection 0.2 ~ 0.2 4 0.1 ~5 0.106 o.o ~ los Selection 0.2 o.' 3 0.1 5 0.141 0.10 
Oi Selection 0:204 0.1~0 0.14~ 0.160 0.1,8 50S Selection 0.137 0.1 6 0.16 0.141 0.1 6 

RRyz • 0.2 
1 RR : 0.2 

8J2~ 
0.4 0 i . 0.6 

131 Selecnon 0.2~7 0.~46 o: 4{ 0-~~4 20 Selection 0.2 a 0.24 0. 09 o. 1 o. 7 
~OJ Selection 0.26 0.21 0.257 0.222 0.219 
Oi Selection 0.261 0.192 0.243 0.233 o.2H 50S Selection 0.231 0.198 0.221 0.195 0.2 

RRyz • 0.3 

RRxr • 0.2 0.~ 0.4 o.~ 0.6 
lOS Select on 0.248 G. 47 0.355 o. 47 0.326 
20i Selection 

o.r3 o.r o.r1 
0.267 0.29~ los Selection 0'. 51 o. 1 o. 17 0.286 0.29 

Oi Select ion o. 52 0. 27 o. ~8 0.~01 0.~10 50i Selection o. 15 o. 15 o. 9 0. 0 o. 15 
RRyz • 0.4 

it~= 0.2 0.3 0.4 0.5 0.6 
101 Select on o:228 0.261 0.440 

o.r8 8:4~~ 20i Selection 0.~75 . 0,429 0.416 o. s4 aos Select ion 0. 46 0.412 0.4~J 0. 2 o.h4 OS Selection 0.43 0.402 0.4 0. 75 0. 2 
50S Selection 0.424 0.400 0.437 0.379 0.413 
Rilyz • 0.5 • 

RRxy • 0.2 0.~ 0.4 0.5 0.6 
10i Selection 

u~~ 0. 45 O.fO u~~ 0.~42 201 Selection 0.~5~ b3~ 0. 72 lo Selection 0.52 0. 2 0.4 0.491 
Oi Selection 0.519 0.525 0.504 0.501 0.514 

50i Selection 0.500 0.507 0.512 0.495 0.507 

' 
1 
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Table 9 

Aver~• Rrz ror For111.ola 82 
by RRxy and Selec ion Ratio ror Each RRyz 

RRyz a 0.1 

RRU • 0.2 0.1 0.11 0.~ 0.6 10S Select on 0.137 o. 75 0.116 o. 21 0.216 20$ Selection 0.152 0.1~9 0.106 0.10- 0.085 
~OS Selection o.1lll 0.1 2 0.086 0.129 0.1~ OJ Selection 0.1 0 0.11 0.1211 0.145 0 .1~ 50$ Selection 0.110 0.093 0 .1ll9 0.139 0.1 II 
RRyz • 0.2 

RRxy • 0.2 0.3 0.11 0.5 0.6 lOS Selection 0.2~ o.2oa 0.2~0 0.292 0.~61 20$ Selection 0.1 0.1& 0.2 3 0.21 o. n ~81 Selection 0.133 0.1 6 0.2~~ 0.211 0.21 0 Selection 0.2 O.lu 0.2 0.220 0.229 50S Selection 0.207 0.1 0.2011 0.193 0.207 
RRyz • 0.3 

RR~ • 0.2 0.~ 0.11 0.5 0.6 101 Select on 0.26~ o. •a 
o.r 

0.~16 o.~io 20$ Selection 0.25~ 0.28 o. oz o. 61 0. 5 los Selection 0.279 o.rl o. 0 0.27 0.2~ OS Selection 0.2~2 o. 11 o. 20 0.2~ 0.~ 50S Selection 0.2 0 o. 03 o. 211 0.2 o. 12 
RRyz • 0.11 

RRxy • 0.2 
o.t 

0.11 
o~~il 0.6 lOS Selection · · · 8:~~ o.q q~~ O.llg~ 20S Selection O.j 0. 3 0.3 ast Selection 0.~69 0.~ z 0. 12 &:~~~ U3~ Selectioo o. 75 o. ~ 0.1119 

50S Selection 0.399 0.38 0.1120 0.37 0.1109 
RRyz " 0.5 

RRxy a 0.2 0.3 0.11 0.5 0.6 lOS Selection 0.1112 0.1139 o.w o.l95 o.2X5 201 S<llection 0.~86 0.502 o. 8 o. 72 o.llu los Selection o. ~0 0.501 0.1137 0.11~6 0.11 OS Selection 0.11 2 0.~10 0 .II ~ 0.11 7 o.5~ 50S Selection 0.1177 o. 97 0.119 0:1193 0.50 
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Figures 11 through 30 graphically represent the esti~ted RRyz (Ryz) 
as a function of assigned values of RRxy. Each assigned value of RRyz is 
graphed separately for each correction formula, and each graph contains a 
line representing each of the five selection ratios. The actual value of 
RRyz is represented as a straight line. Figures 11 throul!h 15 represent 
Ryz as a function of RRxy by selection ratio for formula 91. Figures 16 
through 20 represent Ryz as a function of RRxy by selection ratio for · 
formula T7. Fi~res 21 throuvh 25 represent Ryz as a function of RR~ by 
selection ratio for formula B~, and Figures 26 through 30 represent Ryz as 
a function of RRxy by selection ratio for fo~ula G37· 
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Figure 17, The estimated unrestricted 
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T7, RRyz • .2. 
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Figure 19. The estimated unrestricted 
correlations for formula 
T7, RRyz • .4. 
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correlation• for formula 
B2, RRy& • .2. 
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correlations for formula 
B2, RRyz • .3. 
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G37, RRyz • .2. 
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In any V.onte Carlo study a decision must be made concerning which 
components are to be varied and what the range of their variation will be. 
The components selected for variation and their range in this study were 
established subjectively based on values the authors considered 
representative of practical situations. Consequently! the discussion of 
the results is more a comparison of the practical uti i ty of each formula 
rather than a strict mathe~tical comparison. 

~i~~q Iorrela~. Figures 2 through 1 present the esti~ted 
·~striCtea corre at ons by selection ratios (Sx/SSxl of .2, .5, and .8 for 
RRyz values of .2, .4, and .6 across values of RRxy ranging fr~m .01 to 
1.00 in .01 increments. As presented in the fizures, the estimated Ryz's 
converge with the actual RRyz as a function of RRxy without regard to 
selection ratio. As the values of RRxy increase beyond the convergent 
point, Ryz becomes ~re an underestimate of RRyz, and as RRxy is decreased 
below the convergent point, Hyz becomes more and more an overestimate of 
llftyz. Further, the degree of error in Ryz sharply increases as the 
selection ratio decreases. It is also apparent from the figures that as 
RRxz and RRyz increase the pOint of convergence for Ryz and RRyz on RRxy 
also increases, indicating the point of convergence is related to the 
various intercorrelations of RRxz, RRyz, and RRxy, but not to the selection 
ratio. The only difference between the estimates of Ryz when using the two 
different sets of assumptions to derive the formulas CA-SSy and A-SSx) is 
the point of conver~ence. The A-SSy assu~ptions result in convergence 
lower on RRxy than the A-SSx assumptions. 

The general practical conclusion to be draw~ from Jl)is.po~tJon.of the 
study is that unless the situation being studied contains the exact and 
particular interrelationship of RRxz, rlRrzl and RRxy necessary for Ryz to 
converge with RRyz, the restricted Ryz w l consistently be either an 
underestimate or overesti~ate of the unrestricted RRyz, with the amount of 
error increasing sharply as the selection ratio becomes more and ~ore 
extreme. Consequently, correcting the restricted correlations is alnost 
always warranted. 

Mi1n eL~~. Table 5 demonstrates the overall accuracy of each of 
the four formulas in terms of the avera.~e .amount of error each incurred in 
estimatin~ RRyz. Their rank order from least to most error is: B1, T7, 
B2, and G 1. 'the first three formula<. are not remarkably different· 
however, 37 is far less accurate than B1 , ·T7, and 82. The clearest effect 
on error is produced by the selection ratio (Table 5). As the seleetion 
ratio becomes more extreme, the amount of error increases, with the 
increase bec~lng larger and larger with each step down in the selection 
ratio. Table 5 shows little fluctuation in error for RRxy and no 
systematic pattern. The effects of RRyz in Table 5 show a pattern that was 

... (pund consistently throughout the analyses. When RRyz • RRxz, the error 
component is at a mini~m. RRxz was held at a constant .30 for this study 
and, as can be noted in Table 5, the-error increases as RRyz moves in 
either direction from .30. 

Practical conclusions related to main effects include the following. 
If sufficient information is available the B1 formula produces the most 
accurate est~ate for RRyz. In order to have sufficient information to use 
B1, the new test being evaluated would need to be administered to the 
applicant group at the sa111e time the old selection test is administered. 
Then RRxy and SSy are available for use in B1. If the new test being 
evaluated was not ad~inistered to the applicant group then the most 
accurate correction formula would be T7 which does not require I!Rxy and 
SSy. 
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The selection ratio, it appears has the largest i~p~ct on errors in 
esti~ating RRyz. If selection is exiremel 10 percent or less, the formulas 
for esti~ating RRyz are unstable and high y inaccurate. This is a 
difficult practical situation to resolve. A general advertise~ent for 
applicants without sufficient specifi~ qualification state~nts results in 
a lar~er number of unqualified candidates and more extreme selection. 
However, with a hi.~hly specific advertisement self-selection becollles a 
secondary selection process, and the statistics computed on the applicant 
group are already restrictea producing spuriously low validity 
correlations. One strategy would be to administer the selection tests to a 
random sample in the general populatior. stratifying by race and sex in 
order to meet Equal Employment Opportunity Commission requirements. This 
would yield unrestricted variance~ without the influence or any selection 
procedure. 

Since RRyz is not known and RRxy is co.nputed after the test 
ad~inistration, little practical guidance can be offered related to these 
parameters. The usual advice is cle~rly ~pplicable, viz, choose a test or 
construct a test for selection that parallels the actual job tasks as 
closely as possible. 

Inttta~t.:l2n e,(f_~~. As seen in Figure 8, when error in prediction is 
examined by ~election ratio for each formula ar,d for the actual restr·icted 
correlation of Ryz, there is a tremendous a:nount of error tor the 
10-percent selection ratio, with for.nula B1 doing " much better job than 
either T7, B2, or G37 in esti~ting RRyz. As the selection ratio increases 
beyond moderate selection (30 percent), the formulas tend to perform 
si11ilarly in estimating RRyz, with the exception of G37 whi~h consi~t~ntly 
has :nore error than the other three formul~s across all selection ratios. 

Fi~ure 9 demonstrates that for~ula B1 again is consistently the better 
estimator of RRyz across values of HRxy. It can also be noted from Fi3ure 
9 that as the value of HRxi increases, Ryz rapidly becomes.a poorer 
estimator of HRyz, particu arly after it passes the point at.which RRyz 
equals RRxz (.30). Once a~ain, G37 is a much less accurate est!~tor of 
RHyz than the other three 1ormulas. 

When RRyz is less than .30, as shown in Figure 10, Bl•is th~ better 
estimator of Rftyz. All formulas conver~e when Rhyz equals RRxz l.30) and 
T7 is tt . ., best estimtor for higher values of HRyz although the differences 
are small. Once again formula G37 is clearly the least accurate esti~tor 
of RRyz. 

In terms of the selec~ion ratio by RRxy by RRrz interaction, Figures 
11 through 30 revealed the followin~. Error in th s case is ~ainly 
influenced by the selecti"n ratio with some minor influence or. error added 
by RRxy and RRyz. Wlth a low selection ratio and low RRxy and RRyz, the 
error co~ponent is relatively large. When the selection ratio is low and 
RRxy and Rhyz are high, the errors are .noderat~ to large. With a high 
selection ratio and low RRxy and RRyz, the errors are moderate to small. 
When the selection ratio and RRxy and HRyz are all high, the comparative 
error is mini11Bl. 

The four-way interactions given in Tables 6 through g and Figures 11 
through 30 for selection ratio/RRxy/RRyz/forrnula show that when t.he 
selection ratio is small to ~oderate (10 to 30 rercent) across all values 
of HRxy and Hyz, formula B1 results in the l6as. amount ot error. When 
there is a hi~h selection ratio and high RRxy and RRyz, all the formu!as 
tend to be about the same in accuracy. 
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The practical 1~~pl1cat10118 ror the inte,..cuoa errecta can be atated 
brietlr. The aelectloa ratio baa such an overvhellllng errect that 
K6nerally the interaction errecta are P~l .. rily due to the aeleQtion ratio. 
llhen the aelectlon ratio 1s aull to oooderat.e 110 t.· 30 percent), ror'IIIUla 
81 ia clearly the .oat accurate eat1sator and should be u~ed reKardless or 
RRxy and RRl"'' Vhen the selection ratio !(!ea above 30 percent, 81,· T1, and 
82 are prac ically equivalent. foraula G37 is the least desirable 
correctlon ror~la acrose conditions. Thua, overall, 81 resulta in the 
.ast accurate eati~tea or RRrz1 eapecially when the aelection ratio is 30 
percent or leaa, reprdleaa or ~he valuea or RRxy or KRyz. 
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Appendix A 

PROGRAM HNRNG 

• ~t~slii~~3~<~~~~~~~6sf~!:~~A~~~~l 1'~Hf~l~?s5~3til~?st~l1~\:ill,,, + XH2(1 1VAR o,,ol(HC(3u,30),VAT 11) 
BYT~ XMAT(72 IHAT 72) 
OPEN!UNIT:I,NlHE:'HONTY.OAT' TYPE:'NEW') 
OPEN UNIT:2,NAHEa'COR.DAT'ITfPE:'0LD',READONLY) 
OPEN UNITal,NAHEa'CORR.OAT ) 
OP&N UNITa,,N~:'CNTL.OAT',TYPE•'OLD',READONLY) 
ICALcO 
READ(ij(901 1 EN0.99lNV 
•"'ORHAT 20Io l 
REAO(ij(902lXMAT 
I'ORI1fT 72Ajl READ ij , 902 YHAT 
READ ij,901fEND=9r)NOS 
READ 2,XHA ~~XHH Jl,J•I NVl READ 2/XHAT STO J ,Jai:NV 
FORI1AT F6.3 
DO 30 Jai,NV 
XM(~l:O. Xl'.2 Jho. 
DO 0 Kai,NV 
CP(J,K!.O· 

30 RC(J KfaO. 
&~~t21 r~A~Ycnci,Jl,J•1,NVl FO~T <NV>f3.0l 
Rqr.Il•O.O 
COorriNUE · 
DO 22 hi IIOS . 
CALL HSCOAE (R,NV,XMH,STD,NV,X,I,NV,I,NV,3,ICAL) 

~<~~.~IJNI!xcJI 
XK21Jl•XH2 Jl•X Jl••z 

20 

908 
22 

99 

~<~of~:~?~ 'l•j<Jl•xccl 
~~irl~~~~lt.t ,Jat,Nvl 
CONTINUE 
DO 110 Jal NY 
XBAR!JlaXHIJ,/NOS 
SDEV J)aSQRT ((NOS•XH2CJl)-(XH(Jl""2l)/(NOS"(N05-1.lll 
DO 100 hi ~~J, 
JF~J.EO.K~~~X)ol. 

MF i,·~;f(NOS•C~J,Ill-(XHIJl"XH(l)))/SQRT((IOSOXMZ(J). 
•111 i 2l•lNOS•Wll -XH(I) 0 l2 ) 

100 !fTIIIUE " 
110 VR.ITE(3,98olSDEV(Jlr.jRC(J ,lt),Jto1,NV) 
980 ftiii>IAT!M.2,<NV>f6.J . 

SY<I' 
END 
SUBROUTINE HSCOR£ (R{.NRB,XMH,STD,NDRR,X,NRRI,NCCI, 

+JIDI! .~ J.!!DCCX r. NCOUVT 1 I.C& l 
C PROGR.....w BJ rET£R TAft 
C THIS SUBROUTINE GENERIT!;S IIIILnDEMEMSIONAL SCOHES THI! USER 
C SPECI Fli!S THE NO. OP PERSOII:; AND SCORES FOR UCH fEIISOM. BOTH PEOPLE 
C AIID SCORES CAN Ill! !lADE UNLil!ITt:D BY ADJUSTlliG THI! DIHEliSIOII STATt:Mt:NTS c 
C fto THE INPUT R MATRIX 01' INTERCORRELATIONS, T~ DIOGANAL AJID UPER DIAGONAL 
C ELIMENT3 SHOULD 8£ O.OJ.IPE IN THE ill!OL£ !lATRIX Of I 
C NRMo THE NO. OF RO~ A~1uALL! II R HATRIX 
C X- THE VECTOR OF KEAJIS FOR THE VUIABLES ' 
C STD o THE VECTOR OF STANDARD DEVIATIONS FOR THE VARIABLES. 
C UIIRo Tift: NO. OF ROWS DI!I£HSIONED FOR R MATRIX n THE CALLING PROGRAM 
C X• Till! MATRIX Of SCORES GENERATED. ROWS REPRESENT PEIISOIIS, COLUIIIS THE SCORES 
C NRRlo THE NO. OF SUBJECTS (ROWS) NEEDED 
C NCClo THE NO. OF VARIABLES (COI.S) NEt:DED FOR EACH PEIISOII 
C NORPio THE NO. OF ROWS DIMEIISIONED FOR X IN THE CALLUICl PROGRAM 
C IIDCCXo THE IIUIIBEII OF COI.U'IIIS DIMEIISIONED FOR l IN THE CALLING Pll'lGRAH 
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C NCOUNT .. THg PRINT CHOICE. IF VALUE LESS THAN OR EQ. 3, NO PRINT. 
C IF NCOUNT GT 3 WfLL PRINT ON DESIGNAf£D NCOUNT. 

DIMENSION R NDRRINDRR)!XMM(NORR ,STO(NORR),VAR(30,30),C(30,30), 
+ X(NDRRXfNOCCXl,TV 30,30 ,TOS(30) 

00~0 :1 NRR 
VAR I~Il:STD(Il••2 

10 CO !NUE 
NNR:NRR·1 
DO 30 J=1 ,NNR 
K:J+1 
DO 20 I:K,NRR 
VAR( I,Jl :RCIIJ) 0STO(J)•STD( I) 

20 VAR(J_,I :VAR I,J) , 
30 COIITINUE 

IF(NCOUNT.GT.2)GOT03q 
WRITE(NCOUMT,31) 

31 FORMAT(1111,///5X,'VAR-COV MATRIX FROII INPUT CORREL. MATRIX') 
DO 32 1:1 NRR 

32 WRITE(NC06NT,33)(VAR(l,J)jJ•1,NRR) 
33 FORHAT((1H0 15X,6(P15.2,2X )) 
3~ 00 35 !:1 ,NnR 

OQ 35 J:1 1 NRR 
35 CCI,Jl=O.u 

' DO qO 1:1 NRR 
qo C(II1):VAACI 1 1)/ST0(1) 

DO 00 h2,NnR 
IHl=I-1 
AaO.O 
DO 50 J:1!IM1 

50 A=A+C(l J ••2 
997 FORMAtCf3 2F10.3) 

C(I,Il:SQRT(VAR(I,I)-A) 
IPhi+1 
IF(IP1.GT.NRR)GOT0150 
DO 90 LdP1 ,NRR 

Co0
tl& K:1 I"l 

80 B:B+CjL K!•c I K) 
C(Liiti :IVAR(L,fl-8)/C(I,Il 

10
900 CO INUE 

CONTINUE 
150 DO 180 b1,NRRX 

DO 180 J• 1 ,NCCX 
180 X(I1 Jl•O.O 

DO ~30 I•1 NRRX 
DO 170 L•l,~CCX , •. 
CALL HIX (~W,ICAL, 

170 TDS( LhZII 
DO 220 J:1,NCCX . 

IT 21~ K:1,J . 
210 I,J •X(I,J)+(C(JjK) 0 TDS(K)) 

ItJ aX(l,J)+XHH( ) 
220 CON INUE 
230 CONTINuE . 

IFCNCOUIIT .GE.3lRETURN 
WRITe(NCOUNT,250) · 

250 PORHAT(///5X1 'TRANSFOAHATION MATRIX C',//) 
DO 260 h• ,NnR 

260 WHI~~NCOUNT,33liC(I,J),J•1,NHR) 
~RITE NCOUHT 500 

500 FORMA {I/SX1 1RECHECK PARAHETER I~FORHATION',~/SX, 
1 'ORIGINAL PAnAHETEft R MATRIX') 

DO '520 h1 ,NRH 
520 :=JJ~f:ggtl:J·,~l~!R1~tll:i~l~==~~ 
5-0 FORHAr{ IISX, RlG HAL VE\.TOR OF HEANS' ,I 

1 11Xt6 F8.2,d l 
WRI E NOOUNT,300) · 
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300 
1 

FOffi1AT(1H1,///20X,'HULTIDIMENS10NAL SCO~ES• 1 t15X, 'NOTE .. ROWS ARE SUuJECTS, COLS AHE VARIAB~ES ) 
RETURN 
EIID . 
SUBR"'JTINt: HIX( AA!ICl 
DOUBLE PRECISIOI! I.T 
BYTS NUH(10),SEC( l 

C KANDa! NV.~iA~ DEVIATES BY HAKSAGLIA-S REASONABl-Y FAST I!£THOD, 

C PROGRAHHEO BY ONE OF HEETER-S STUDENTS. 1970 
c 

DATA A/.8638/tB/.1107/IC/.0228002039/,D/.00269~7961/ 
DATA A0/17.49 31106/,A /2.367S516~/ 1 A~/2.157S75-4/ DATA NUMI'O', •t•, t2•. '3', •li•, •s•. f6 , •1•, •a• .·~·~ 
IC:IC.1 
IF(IC.NE.1)GOT01 
~kli.0TIHE (SEC) 
DO 56 Js1,10 
IiSSECS7!.EQ.NUHSJ!liLT•ILT+(J-1) 0 10 

• IF>!~~g~~ :~:~W~~~ It+:Itt!ij~1>•6o 
56 CONTINUE 

98 . 1 

2 

21 

19 

,_ 
6 
23 

15 

17 

18 

22 

16 

lhO 
12=0 
~~z~~A~iliifg) 
¥Hn~~M~1>~~roz . . 
AA:2.•(U1/A+RAN(I1,I2)+HAN(l1,I2)-1.5) 
RET"~RN 
IF(U1.GT.A+B)GOT~ 
AA:1.5°((U1-A)/B+RAN(I1,I2)-1.) 
RETURN 
IF(U1.GT.A+5+C)GOT06 
Xa6.°CU1·A-B)/C-3. 
Ya.358°RAN(I1,I2l 
XAa.ABS( Xl . 
IFCXA.GT.I·lGOTOT 
GmA0°EXP • X0 X)/2.)-A1"(3.-XA)••z 
G 13 
IF XA.GT.1.51GOT09 
G~A0°EXP(-(X0X)/2.)-A1°(3.-IA)••z-A2•(1.5-IA) 
G 013 
IF XA.GT.3.)GOT012 
G3aA0°EXP(-(X0 X)/2.)-A1•(3.-XA)Ooz 
GOT013 
~~ihT.G3lGOT01' ..... 
Xa6. 0 RAN(l1,I21·3 
GOT021 
A A aX 
RETURN 
V1a2.•CCU1-A-B-C)/DI-1. 
V2:2. 0 RAN(I1LI2)-1. 
a.u•V1+VZOV~ 
IF K5.GT.1.)GOT022 
Za RTtt9.-2. 0 ALOG(R))/R) 
X1aV1°Z 
~z.vz•z 
X1AsABS(X1) 
IF(X1A.CT.3.)GOT016 
X2AaABS(X2) 
IF(X2A .GT. 3. )GOT022 
AAaX2 
RETURN 
V1:2.•RAN(I1,12)-1. 
GOT023 
AAaX1 
RETURN 
END 
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PROGRAJ1 REST 
C THIS PROGRAM TAKES SORTED OUTPUT FROM FILE NORM.DAT 
C UD CORRELATIO!IS AHD SO'S FROM COR.OAT AtiD R~STRICTS 
C THE FIL~ BY INCREMENTS OF lOS 
C THE PROORAH CALLS A SOBROUTINt: (CORESTl liHICH 
C CORRECTS FOR RESTRICTION 1M RANGE USING FO~'IJLAS 
C 11-1, e-21 G-37, AND T-7 

DlM~NSION Xl11l,S(11j,R!11J11l,SX(11l,SX2(11),SXY(11,11),C(-), 1 RR(11 11) SS 11 1V(5 ,IH(5 
OPEN(UNifol NAHto•NORH.OAt• TYPEo'OLD' READONLY) 

C THIS fiLE CO!ITAI~S THt:: DATA GEN~AATED BY TH~ pROGRAM HHRNG 
OPEN(UNITo2,N~o'CORR.DAT' TYPEo'OLD' REAOONLYl 

C THIS FILE CONTAINS THE U"RESTRicTt::O CORRELAfl~NS AHD SD'S FROM NORM 
OPEN( UN1To3,NAI1£o' RNell. DAT 0 ) 
XToO, 
IR 1 •2 
IR 2 "i IR 3 • u •• 0 
1ft 5 •11 

n i :! 
IV ij •3 
IV ~lo3 · . 

· 3 · it~ci1•lt~~SS(J),(RR(J,Kl,Ko1,11l 910 FORMAT f7.2,11i6.3l 
DO 1 Jo1,11 
Sf(J)oO. S J)oO. 
SI2(Jh0. 
Di 1 Ko1,11 R J KhO. 

1 S yl J,KloO. 
DO 60 IRS.1 -5 
DO 10 MRo1 \OI READ(1(920! X Jl,Jo1,11) 

920 FORMAT 11F1 • ) 
XT•XT•1 • 

. DO 1y Jo1J11 
~~iJi~z!jfi~!JI••z 
DO \0 Ko1 11 

10 SXI(J,Klo!iJ(J,Kl•I(J)IX(K) 

~J~~~Rl( l!XTOSX2(J)).(SX(J)I12) )/IXTO(XT-1.))) w J 
1l~~i lifOSXJ(J «1~-1 SXIjl'SX(K! ))/ 

·• so~t< xtlsx2!Jl-Sl<J •iz>• xr•sx2 Kl-SX(Kl••2ll 
19 CONTINUE 
20 CONTINUE 

Jo1 
oo 2f L'1•1.5 IC•IR IH) 
LoiY IM) 
MN•L+' 
w.~i~~:~IMN . 
lhRR J,d 
ORoS(Nl 
CALL COdEST(tz,lf,SS(J),SS{K),OR,S(J),S(K),R(J,K),R(~,N),R(K,~),XT,C) 
ZBoR(K N) . 

251 WR1TE(~(925l~irz!RR!J,N),XT,SS(J),S(J),SS{K),S(K),ZB, 
SS(N)f NL.R ,K ,R J,N) 

925 FORMA 16r'. . 
60 CONTINUE . 
99 STill' 

E•ll 
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Appendix B 

SUBROUTINE COREST 
SUBROUTINE COREST(RRIZ,RRXI,SXX,SII,SZ,SX,SI,RXY,RXi,RYZ,XT,Cl 

C THIS SUBROUTINE TAKES INPUT FROM THE PROGRAM REST AND 
C CALCULATES ESTIMATED RRIZ USING FORMULAS B-1, 11-2, AND 
C G-37, AND T-7 
C RRYZ,RRXI: UNRESTRICTED CORRELATIONS: SXX,SYY:UNRESTRICTEO SO'S 
C RXI HXZ RYZ: RESTRICTED CORRELATIONS SX ~Y,SZ:RESTHICTEO SO'S 
CC X• tiPLfCIT SELECTION VARIABLE, Y• IMPLICIT SELECTION VARIABLE 

Zc CRITERION VARIABLE 
C THE ESTIMATES ARE TRANSFORMED USING FISCHER R TO Z SO THAT 
C THEY CAN LATER BE AVERAGED AND RETURNED TO PROGRAM REST 

8 
DIMENSION C(-~ 

910 FORHAT(10F7.3 
DO 478 J=1,4 
C(J):O. 

478 CONTINUE 
XX.(SXX .. 2)/(SXU2) . 
X XX:SQRT( XX l ' 
FIR=CSY•(RIZ-(RXY•RXZ)))/(SYY•SQRT((1-RXZ••z)+ 

1 ( Rxzuz•xxlll 
SEC=(RXZ'XXX)/SQRT((1-HXZ••2l+(RXZ••21XXll 
BhFlR+SF.CliRRXI . 
OET:RIZ-RXI1RXZ+RXY1RXZ•XX 
RM:RXI .. 2 · ·' 
XN~=SQRT(((1.-RH)+(RH1XX)) 1 ((1.-RXZ1'2l+(RXZ•1 21 XX))) 
T7:DET/XNUH 
SB:SYU2 
DEN:RXZ•!SYY••2-SB)+RXY'RYZ'SB 
XNUMoSIYiSQRT((RXZ1121(SYI'*2-SB))+SBI(RXYI12)) 
ox.sn••2 
G37•DEN/XNUM . 
FIR•(RYZ-RXY'RXZI1SI'SZ 
SEC:SYY•SQRT(Sz•i21 ((SY''2'RXY''2)-(SI••2•axz••2l+ 

• (SYYII21RXZ112).)/(SY *2*RXYI.,))) 
THIR:FIR/SEC . ..• . . 
FOUR:RXZ*SQRT(!SYI112-SY1'2+(SY1•2•RXI112))/((SIII121 

• RXZ''2l-~SY••2iRXZ''2l+(SI''2°RXY1f2))) 

~rn·r~r:~rR1~~~hlt( 1.-G
1
7
1 
))/2. . 

8 1 : :t&! ~::~j~!l::~ l ~~: 
C 2 • ALOG 1.+T7 I 1.-T7 12. 

99 R RN 
EHD 
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