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“'the Ffive weighted scores are co

THE DEVELOPMENT OF THE ATC SELECTION BATTERY: A NEW PROCEDURE TO MAKE
MAXIMUM USE OF AVAILABLE INFORMATION WHEN CORRECTING CORRELATIONS FOR
RESTRICTION IN RANGE DUE TO SELECIION :

Introduction.

To develop or update a test battery used for selecting personnel, two
very important steps must be completed. First, the most valid tests must
be chosen, and second, a ueightin? systen must be devised which will
combine these tests into a camposite that yields a maximum validity
coefficient. In order to do tnis all tests under consideration are
intercorrelated with each other and correlated with a specified criterion
of job success. These correlations are used to regress the test scores on
the ijob success criterion and the coefficients from the regression analysis
are then used to determine which tests should be included In or deleted
from the batter{ and what the relative weights should be for each test.
These welghted test scores are then combined to form the composite score
which is used for selection. :

. In the selection of air traffic controllers, a five-test selection

battery is currently given to apglicanbs, each test score is'weiihted, and

moined to form composite which Is used to
select candidates for Air Traffic Control ATC? tralning. This test
battery is in the process' of belng revised, and several new selection tests
have been developed which could replace part or all of the existing
five-test battery. To evaluate these new tests and compare them with the
existing battery, they were administered to 7,000 ATC applicants along with
the existing five-test batter{. The applicant scores on' the flve existing
test: and the new tests were then correlated to see how much overlap
existed between then. ..

" In order to deteramine the utility of the tests, both old and new, it

was necessary to correlate them with some criterion measure of job success.

Unfortunately, Jjob success measures are available only for those
individuals selected -to be controllers, and this selection i3 based on
scores only on the five current selection tests. An important factor
influencini the size of correlation coefficients between a test and the
criterion 1s the range of scores available on the tests and on the
criterion. Since information about the job success criterion is available

-only for the ATC applicants who hive been selected for employment, only the
upper range of scores is available on the criterion. Because of this _
restriction in range, the correlations between the current selection test
-scores and the fob success criterion will be spuriously low. This
situation is illustrated in Figure 1. .

The new tests being considered to replace part or all of the existing
test battery will have a larger range and variance in the selected group
than the five teats actually used for selection. In fact, the range and
variance will be restricted only to the extent that the new tests correlate
with the old tests, and will be as restricted as the old tests only if this
correlation is 1.0. Because of this differeatial restriction in range, the
new tests will correlate higher with the job success ceriterion in the
selected group than will the old tests, _ ’
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Figure 1. The effect of restricted range on a correlation
\ coefficient. Subjects in the smaller box represent
" the selected group. The unrestricted correlation of - -
the two variables is .88, and the restricted is .15.
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success criterion must be corrected for restriction in ranﬁe to assess the
validity of the tesis used for selection and to determine how the current
tests used for selection compare with the new tests. The correction must
take place prior to performance of regression analyses: otherwise, the new
tests will apgear superior to the current tests because of nothing more
than a statistical artifact. This also means that, when corrected, the new
test correlations with the criterion will generally increase less than the
oid test correlations.

. Since a composite score is used for selection of ATC trainees, and the
five tests in the exlsting battery are not given equal weights, some tests
in the batter{ contribute more to the composite than others. Secause of
.Athis differential coantribution to the composite, some of the five tests
which form the composite will ‘be ‘more res ricte& in range than others.
Consequently, the correlations for some tesats which form the composite,
when corrected for restriction in rangs, will increase more than others,
and the amount of increase will be Rroportional to the amount of
restriction in the variance for each particular test.

Equal Employment Opportunity Commission (EEOC) Guidelines state that
tests used for persomnel selection must be demonstrated to be valid
predictors of job success, and the magnitude of the validit¥.coeffic1ent
must be both "practically and statistically significant" (3). The
spuriously low correlation coefficient due to selection, then, becomes a
very 1m¥ortant legal issve in addition to its lmportance in assessing the
value of new selection tests. Numerous litigations have occurred as a
result of this problem, several of which related to the accuracy of the
metnod?1?mployed in correcting the validity coefficlents for restriction in
range . . . .
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There are two major statistical formulas which have been developed to
correct the correlation of a test and a job success criterion. For the
gurpoiea of this study, the following notation will be used for all

ormulas:

x = the current selection composite score
y = the new test, or one of the five components
of the current test battery
z = the job success criterion
RR = the unrestricted correlation of the variable
subscripted
38 = the unr:stricted standard deviation of the
variable subscripted
R = the restricted correlation of the variable

aubscrighed
S = the restricted standard deviation of the
variable subscripted

Both maior formuilas estimate the value of RRyz based on the information
available on the restricted group: BRxy, Rxz, Ryz, Sx, 3y, and Sz. They

differ in their assumptions about information availlable on the unrestricted
group.

The first formula (5), Thorndike's formula 7 case III (hereafter
referred to as T7), assumes that onlg SSx is available for the unrestricted
ﬁroup and uses the ratic SSx/3x and the restricted correlations to estimate

Rxy, RRxz, SSy and S5z. These estimates in turn are used to estimate
RRyz. The second major formula (4), Gulliksen's formula 37 (hereafter
referred to as G37), assumes that only SSy is available on the unrestricted
group and uses S y-éy and the restricted correlations and variances to
estimate RRxy, BRxz, S3x, and 35z. These also are used to estisate RRyz,
whizsh is, of course, the desired unrestricted correlation of the test and
the job success criterion.

The problem in using either of these formulas for the ATC selection
situation is that both T7T and G37 require making estimates of either SSx or
353y and RRxy, when this unrestricted information is actually available from
the-applicané sample. The gurpose of this =tudy was to develop a procedur
for correcting for restriction in range using available unrestricted :
values. In the two formulas already developed, estimates of SSz and RRxz
only are reguired to estimate RRyz. In order to make maximum use of the

. unrestricted information, two formulas were derived by the first author of
his paper. The first formula (hereafter referred tc as B1) uses S5x to
derive eatimates of S35z and RRxz. The second formula {hereafter referred

to as BZ) uses SSy to derive estimates of these variables. In both

formulas, the eatimates, along with the actual unrestricted values of RRxy
..and either Sx or Sy, were used in conjunctién with restricted correlations

to estimate RRyz. fhe four formulas were coapared both mathematically and
by using Monte Carlo techniques to determine whi-h can be most accurate in

esgimat ng RRyz across different selection ratios and different correlation
values.

Methods.

Following Gulliksen's {4) schema for derivation of the correction
formulas, three assumptions were emplo!ede where upger cagse and lower case
letters represent unrestricted and resiricted variables respectively and
X = the teat used for selection, ¥ = the new test being assessed and
z = the success criterion.
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Assumption 1. The slopes of the regressions of the new test and the
criterion used for selection are not affected by selection. -
Rxy Sy = RRxy %ﬂ

Sx SX

(1
Rxz Sz = RRxz S35z
Sx 55x

Assumption 2. The error made in estimating the new test scores and
the criterion from the selection test scores is not affected by selection.

2 2 2 2
Sy (1 - Rxy ) = 85y (1. - RRxy )

(2)

2 2 2 2
Sz (1 - Rxz ) = 55z (1 - RRxz )

Assumption 3 The partial correlation between the new
criterion 1is not affected by selection. new test and the

 Rvi- RxvRxz____ = ____.BB!Z.:__BRKY.RE&Z______ (3)
"\/(1 - Ry ) - Rxz) Wv/(1_- RRxy )(1 ~ RRxz )

E:a?glog“assumptiona 1 through 3, derivation of the root formulas proceed

Equation (1) is solved for RRxy,

RRxy = Rxy 3SyS3x (4)
Xy SS5ySx
and RRxy is substituted in equation (2), Rt
2 2 2 2 2 2
Sy (1 - Rxy ) = SSy |1 - Rxy ﬂ_gﬁxg . (5)
SSy Sx

Multiplying the right side through by SSy2

2 2 2 2 2 2
Sy (1 = Rxy } = SSy - Rxy Sy §§x§ , (6)



and solving for SSy?,

SSy =Sy {(1~Rxy ) + (RXY §3.!-) .
2
: Sx

Substituting SSy2 in equation (4),

X
\/1 nya R 25 ¢
- + hXy
|

The same method can be used to derive $5z2 and RRxz 2

(%]
[72]
N
]

Sx

)

Solving for RRyz in equation,(3), we algebraically change
equation (2).gdividing first b; SSy2 and taking the‘squaie roo%,

) 2 2
Sz |1 - Rxz + Rxz (§§3)

i
=
=
o]
]
]

and divicing by SSz2 and taking the square root,

o

2
{1 - Rxz )

Substituting (11) and {12) in the denomirmator of (3)

—- . Byz - BxyRxz __._ = _ (RRyz - RRxyRRxz)SSySSz  __

P
. 2 - 2 - 2 2
\/1 = Rxy \/1 = Rxz SySz\/ 1 - Rxy \/1 - Rxz

(N

(8)

(9

(10)

(in

(12)

(13)
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and solving for RRyz
= (Ryz - RxyRxz)3ySz + RRxyRRxz , {14)
RRyz L"IZ—_SSi§Sz v

The equationa in assumption 1 can be algebraically combined,
producing

] 2
RRxyRRxz = Rxyfxz __§32L$_ZS_$K- . (15)
Sx SSy33z

Substituting (15) in (14) and factoring out SySz/SS5ySSz,

2
RRyz = _SySz_| Ryz - RxyRxz + Rxyfixz SSx_ |, (18)
53ysSz sz

Formula (16) is the root formula for the development of the Firat two
correction formulas, and foraula (14) serves as the root formula for . .. .
correction formulas (3)-:and (4). The first correction formula is derived
on the bezsis that neither SSy nor 33z are avallable and SSy and 55z are
estimated using the proportion SSx/Sx. :

Substituting the estimates for SSy (7) and SSz (9) in the root formula
(16) and simplifying gives:

) 2
Ryz - RxyRxz + RxyRxz §$_1;§ .
RRyz = Ll 8X .o, am

2 2 2 2
_\/(1 - ny2 + nyz §§x2,)(1 ~ Rxz + Rxz 3_5_:;2)

Sx Sx
Formula {17} is equivalent to Thorndike's T7 (and also to Gulliksen's
formula 19, ref. 4, p. 149},

The second correction formula uses the 1i_|f‘ormation (SSy - Sy), the-
restriction of the variance of test y, to eatimate the restriction in SSx
and 5Sz due to selection. Proceeding 3:1 this basis,

]

Equation (2) is aclved for RRxy <, giving
2 2 2
RRxy = 1 - _§12_(1-ny . (18}
SSy

Equation (1} can be expressed as

= - (19)
5% - s



and subatituting (18) in (19) and solving for $3x,

2 2 2
SSx = Sx !ﬁx—-‘-gfj‘{;,%l-‘-au*l' (20)

Next, solve {2) for RRxz, yieliling

RRxz = Rxz %%2% ' (21)

Substituting {(21) in (2), solving for 5822 and simplifying
produces, :

sz s 2y zn 2 2n 2 (22)
= - - z_«+ 5SSy Rxz |.
S5z z §Lﬁm_-$¥__x2 +
Sy Rxy

Returning to the root equation (16), substituting the
gx (2 ? gu

estimates for 3 0) and SSz (22) and siwplifying produces the
second correction formula.

2 2 2
RRyz = _ Rxz{(SSy - Sy ) & AxyRyzSSy __ {23)
2 2 2 2 2 '

ssf\/;:z (SSy - Sy ) + Sy Rxy

Forzula (23) is Gulliksen's formula G37.

The third and fourth correction formulas emgloy the assumptions of the
firat and second correction formulas, respectively, and make the additicnal
assumptions that the new test under consideration, test {. was adninistered
to the applicant group. Consequently, there is no need to estimate RRxy,
SSy or 35x, and formula (14) can be utilized as the root formula.

Substituting estimates for SSz (9) and RRxz (10) used in
deriving the first correction formula (17) in the root formula (i4&)
* and simplifying gives the third correction formula,

{24)
i Rxz 3$3x%
RRyz = __-___S_Y_(ﬁlz.-_.R:(.\{R)t_z)___.;,-_.-__ PO Y- . S RRxy.
- R 2 2 2
SSy'\/(1 - Rxz ) + | fixz SSx_ \Uf(1 - Bxz )} + [ Rxz §§x2
sz ‘ Sx




|
|

To obtain the fourth corredtion formula RRxz must be 2
derived in terms of (SSy - Sy) by first solving equation (2) for RRxz

2 2 2
RAxz = % = S;_LL-.z,ilx.&_l- (25)
' 5SSz '

Substituting (22) in (25), multiplying and sinplifying yields,

2 2 2 2
RRxz = Rxz\ | ___SSy - Sy + Sy Rxy .. 126)
2 2 2 2 2 2

SSy Rxz - Sy Rxz + Sy Rxy

i

To form the fourth correction formula, {(22) and (26) are
substituted in the root formula (14) and simplified giving,

| (27
i Sy(Ryz - RxyRxz) 2
RRyz = . ____i____._._ + RRxyRxz (SSy - _slg_)___tgsfg
2 2 2 -
2 2 2 2 2 2 SSy R -5
SSy\/sL_Ru_-._u Brz_e SSv Rxa. y Rxz - Sy Rxz  + Sy Rxy

Sy Rxy

- To evaluate the effects of the selection ratic, RRxy, and RRyz on the
restricted Ryz mathematically, the process'emgloyed above to obtain
unrestricted parameter estimatea from restricted parameters was reversed to
obtain explicit restricted parameter estimates in terms of unrestricted
parameters. The Ryz's were then calculated as a function of the selection
ratio, RRxy, and RRyz and compared to the RRyz to determine their
respective effects on restriction in RRyz.

Since the derivation of formulas for the explicit restricted
parameters follows a set pattern parallel to the steps in deriving the:
corraction formulas, the pattern will be demonstrated and the remaining
formulas will simpl{ be given. This is done for the two cases employing
the assumptions: (1) (S3x/Sx) is used to estimate the amount of
restriction as in correction formulas T7 and B1 (hereafter referred to as
assumption A~3Sx); and (1i) (SSy - Sy) is used to estimate the amount of
restriction as in correction formulas G37 and B2 (hereafter referred to as
assumption A-SSy).

For A-SSx, {SSx/Sx), T ' '
Equation (1) is solved for Rxy,

ny = RRxy §%§§§. (28)

Rxy is substituted into egquation (2); and multiplying through
and solving for Sy 2, :

2
2 e 2 - 2 _3x.l. (29)
Sy = 5SSy |{(1 - RRxy ) + Rftxy SSx



Substituting SyZ (29) in equation (28),

Rxy = _______  _RRxy 8Sx _________. {30)

2
2 2 _8%_
(1 - RRxy ) + RRxy 2

S58x

The pattern that,rarallels the development of the correction formulas
can be noted by compar ng (28;, fz ), and §§o) to (4), (7), and (8). The
restricted correlations In (4), (7 and ( become unrestricted
correlations in (28), (29), and (30}, and the ratio of (S5x/Sx) becomes
{Sx/S5x). The same gattern exists in the remaining derivaticna for S5z and
Rxz. Consequently, these explicit equations can be given as,

2
Sz

2 2 ' 2
55z (1 - RRxz ) + Rﬁxz(_ﬁxz) , and (31)
3S8x .

RR
. S . (32)

{ 2

2
“\1(1 ~ RRxz ) + dezz(-sxf)__
’ : : S58x

To obtain Ryz, root formula (16) is solved for Ryz,

Rxz

2
Ryz = SSy3$Sz |RRyz - RAxyRRxz + RRxyRRxz _ﬁxz . {33)
E;gh ' 8Sx

and (29) and (31) are substituted into (33) and simplified
to produce,

2 (34)
RRyz ~ RRxyRRxz + RAxyRRxz _Sx
Ryz'= _ __ L  SSXo .
2 2 2 2 2 2
”\/;; - RRxy } + RRxy ‘5‘5 1\p1 - RRxz ) + RRxz (_§x§
S5x 7 SSx
For A-5Sy, (SSy - Sy) .
equatign (2) is sgléed for Rxy?, giving
2 2 2
Ryy =1 = 5312 (1 - RRxy }. ~ (35)

Sy

T

T ——— L bk s i i  +



The equations in assumption 1 can be expressed as
£ = Rvsy | (36)
55x Rxy y’

and substituting (35} in {36) and solving for Sx,

Sx = SSx V_sf' 24 2
— S SR (i - Rixy ). (3n

B aring (35), (36), and to (18), (1 4 (20) the patt
emergeg.OO% :rrggt£ cted golre?2t1§33)1n°igé>3 (59?2'a§3 (gg))bgcgmga ern

unrestricted in (35) 536) and (37) and (Sy/SSy) and (SSy - Sy) become
S8y}, hp Ve Kxy

(SSy/Sy) and (Sy - plying this pattern, S5z, Rxz, and is given
as, :
[SER. l... 2 2 . 2 - 27 - 2‘-- -2 B . .
Sz = 55z7\ | SSy RRxy .-__ss_g_mz___t Sy RRxz ., - (38)
o SSy RRAxy

' ’ 2 2 2 2
Rxz = RRxz TSx _=_§§v_z « 5SSy Raxy _____, and (39)
2 ” 2! 2 2
Sy RRxz - SSy RRxz + SSy RRxy

2
Rey = V1 - (5313)(1 - RRxy ). (40)
Sy -

To cbtain Ryz, root ror=u1?1§1k) is solved for Ryz, after
LI

substituting values froa formula

2

Ryz = E;YSSZ (RRyz - RARxyHRxz) + RRxyRRxz _Sx. |, (1)
SySE™ | 2
SS5x

Substituting (37) end (36) in (41) and simplifying produces,

2 2 2
‘Ryz = _ ..Raxz_gﬁgx_.'_,:__ S5y L+ BRxyRRyzSSy ... (42)

-/222 2 2
Sy /RRxz ( Sy - 5SSy ) « SSy RAxy

10
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To examine the effects that selection ratlo, RRxy, and
restricted Ryz, the ratio (Sx/SSx) was assigned \;alueg'of .3RH¥§,h:gd°?8tm
and Ryz was computed while varying RAxy froé .01 to 1.0 at .01 intervals
(S 8y rebrestnild sqial"Seicitson $Ffocks:  the Torasias tar bos

- on effects,
the (Sx/55x) and (S3y - gy) cases were set eqaal, ® foraulas for Rxy for

Rixy _Sx 2 2
e e SSx = 1 - 5312(1 - RRxy )
— / 2 2 2 Sy
(1 - RRxy ) + RRx
Yy Yy §§§
and the equation solved for Sy ;
2 2 2 2
syz z SSy (1 - RRxy )} + RRxy ,5;2 . {48)

SSx

You may notice that formula (4i4) {s the same as rormu%? (29} even though
they were derived from difrirent root equations. SSy< will be arbitrarily
set at a constant 20 and Sy< will be solved for S5x/S3x ratios of .2,

.5, and .8,

A demcnstration of the characteristics of the four correction formulas
in terns of more refined influences was also ﬁerformed b! using Monte Carlo
techniques. The Monte Carlo study examine? g e comparative accurac o; the
four correction formulas as a function of (i) the selection ratjo, i}
RRxy, and (iii} RRyz. :

In order to generate data of known means, standard deviations, and
intercorrelations, a program (MNANG) (2) (see Appendix A) was modified by
the authors and uased. The prograa uses the Marsaglia's reasonably fast
method to generate normaIL{ distributed variables whose covariances are

_those required by a apecified correlation matrix input into the frogran.
. Eg?le 1 contains the relevant portion of the correlation matrix input into
3 progran.

R -

Table 1. Relevant Correlations Input Into MNRNG

1t 2 3 & 5 6 T 8 9 10 1n

] 06 8:3 3:3 33 33 83 o3 92 o o5
3 0.1 0.2 0.3 0.8 0.5 0.1 0.1 0.1
X i . § § 8.2 8.2 8.2

2 X X 013 013 023
1 X 05 05 0.5
1 S

1 The correlations denoted by X were not used in the analysis.

\
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For the purpose of this analysis variable 1 was defined as variable x, and
variables 2,3,9,10, and 11 alternated as variable y and variables .
3,&,5,6,1 angd 8 were used for variable z. The unrestricted correlation of
¥ 'and’z’{RRxz} was a constant 0.30, the unrestricted correlation of x and y
(RRxy) ranged from 0.2 to 0.6 in increments of 0.1, and the unrestricted
correlation of { and z (RRyz) ranged from 0.1 tc 0.5 in increments of Q.1
also. All possible combinations of RRxy and RRyz were generated by using

the various variables from the generated data as shown In Taple 2.

Table 2. Variables Used as x,y, and z for Assigned Values of RRxy and RRyz

Values of RRyz
0.1 0.2 0.3 0.4 0.5
Var # Var & Var # Var § Var §
1 )] 1 1

0.2 §: :
Sl 3 : 3 7
X = 1 1 1 1 1
03 ¥3 i 3 & 7 @
v¥alues " X = 1 1 1 1 1
dh I % % 9 g
R S A
. g : 1 A 1; 1% 1%
0.6 ¥ - L D
z = 3 y 5 6 7

1 Variable # used for x, y,.or-z.

After a sample of 1,000 subjects had been generated by using the
correlation matrix specified in Table 1, the safmple was sorted into
descending order based on variable 1, the x variable. Using a progran

( REST) developed by Lewis and Boone {see Appendix A), the sample was then
reatricted on variable 1 using five different ratios, 10%, 203, ?01. 4ot ,
and 50%. For each selection ratio the four formulas for correction for
restriciion in range were used to estisate the value of RR{z. This was
done for each selection ratio for all 25 combinations of HRRxy and RRyz
described in Table 2, The correlations computed from the restri?ted sample
and the unrestricted sample were input into a subroutine (COREST} developed
by Lewis and Boone (see Aggendix B) which employs all four correction
formulas and transformed the estimate of ARyz as well as the actual values
of RRxy, RRxz, and RRyz by using the Fischer R to Z so that the values
could later be averaged. This was repeated for 100 samples. A summary of
the process is as follows in Table 3, _

12
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|
Table 3. Summary of Processes Used in Study

1. Generate 1,000 subjects with scores on 11 variablea as defined
by means, standard deviations, and correlations.

2; Sort sample into descending order based on scores on variable 1.

3. gegtgégt sample baged on selection ratios of 10%, 203, 30%, 40%,
n - . .

k., Calculate the four different estimates of RRyz for each resatricted
sample based on values of RRxy ranging from (0.2 to 0.6 and on
values of RRyz raneing from 0.1 to 0.%.

5. Transform all correlations and estimated correlations by using
Fischer R to Z transformation and for use in later averaging.

The results were then grepared in tabular and graphical fora:. Since the
sample size was 100,000, significance tests were deemed inappropriate.

Results.

Fizures 2 through 7 represent the calculated value of the restricted
correlation, Ryz, when the unrestricted correlations, RRxz and RRyz, are
equated and as3igned values of .2, .4, or .6. For each figure the
unrestricted correlation RRxy was allowed to vary from .01 to 1.00 b{
increments of .01. The ratio of the variances on the explicit selection
variable was assi%ped values of .2, .5, and .B and Ryz was plotted as a
function of RRxy for each selection rafio. This was done for the variance
assumptions aof and Bl (A-SSx) and also for the assumptions of G37 and B2
(A-SSy) for each assigned value of RRxz and RRyz.

The remaining figures and tables in the present study are based on_ the
data obtained thrgughgthe Monte Carlo technique described in Tatle 3. The
actual correlation matrix obtained from the input of the matrix in Table 1
is contained in Table 4, .

-

Table §. Actual Correlation Matrix

i g 4 6 3 8 g 10 N

1 X .60 .30 .30 .30 .RO .30 .30 .20 .41 .50
2 X .10 .21 .31 41 .50 X X X X
E X 09 . .29 .40 .50 .10 .09 .11
X X X X .21 .21 .20

P X X .29 .31 131

X X X .41 .80 .80

g X X 49 .49 .50
X X b4 X
9 X X X
10 X X
LA} X

In order to assess the accuracy of gredietion of each correlation
procedure, an error term was calculated based on the absolute value of the
difference between the actual unregtricted correlation RRyz and the
estimated correlation Ryz. Table 5 contains this error term, fiRlyz - fyz,
for each correction formula, for each selection ratio, for each value of
RRxy, and for each value of RRyz. Figure 8 represents this error terms as a
runciion of selection ratio for the four correction formulas and for the
actual restricted correlation Ryz. Figure 9 represents the error term as a
function of Rfixy for the four formulas and Ryz. Fifure 10 represents the
error ter® as a function of RRyz for the four formulas and Ryz.
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Table 5. Average Error in Estimation of RRyz

Error by Formula f

_ B1 7 G37
" Means = 0.0HI 0.051 0.078 0.058
Btds = ¢.0 0.05 0.11 0.07
Error by Selection Rétio {
108 208 308 uos 50% |
- Means = 0,11 oiosg 0.050 0.035 0.028
Stds = 0.2 0.1 0.1 0. 0.06
Error by RRxy o f
.60 .20 .30 .40 .50
fdleans = 0.05 0.052 0.058 0.054 0.062
Stds = 0. a. 0.14 0.14 0.18
Error by RRyz r
.10 .20 .30 LU0 .50
Means = 0.07% 0.055 0.048 0.060 0.058
Stds = 0.1 0.13 0.11 0.15 0.1
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Table & contains the averaze Ryz for formula Bl for each value of RRyz
by values of RRxy by selection ratio. To averaze the correlations, they
were transformed using the Fischer R to Z trans ormation, averaged, and
then transformed back to a correlation. Table 7 contains the same
information for foraula T7, Table B contains the information for foraula
G37, .and Table 9 contains the information for formula B2.

Table 6

Average Ryz for Formula B1
by RRxy and Selection Ratio for Each RRyz

RRyz = 0.1

t RRxy = 0.
g 103 Selection 0.0
20% Selection 0.1

30% Selection - 0.1

. 40% Selection 0.1

504 Selection 0.0

RBRyz = 0:2

RRxy = 0.
10% Selection 0
20% Selection 0
30% Selection 0.
40% Selection 0
50% Selection 0

RRyz = 0.3

RRxy =

104 Selection 0.27
20% Selection 0.25
0% Selection 0.25
0% Selection 0.27
50% Selection 0.28

RRyz = 0.4

RRxy = 0.2 0

10% Selection .30
20% Selection 0.35
305 Selection 0.36
0% Selection 0.37
504 Selection 0.39

RRyz = 0.5
RRxy
10% Selection

2
i 0.45
20% Selection 0 hg
0% Selection 0.4
0.475
0.477

0% Selection
50% Selection

22
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Figures 11 through 30 graphically represent the estinated RRyz (Ryz)
as a function of assigned values of Rax¥. Each assigned value of RRyz is
§raphed separately for each correction formula, and each graph contalns a

ine representing each of the five selection ratios. The actual value of
RRyz is represented as a straight line. Figures 11 throu 15 represent
Rgz as a function of Rilxy by selection ratio for formula B1. Figures 16
t rou%h 20 regresent Ryz as a function of Rﬂxg by selection patio for
formula T17. igures 21 through 25 represent Hyz as a function of RRxy by
selection ratio for formula BZ, and F gures 26" through 30 represent Ryz as
a function of RAxy by selection ratio for formula 035.
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Diacussion.

In any Monte Carlo study a decision must be made concerning which -
components are to be varied and what the range of their variation will be.
The components selected for variation and their range ln this study were
established subjectivel{ based on values the authors considered
representative of practical situations, Consequentlx the discuasion of
the results is more a comparison of the practical ut iity of each formula
rather than a strict mathematical comparison. .

fﬁ&&gi&tﬁd ignfglatigna. Figures 2 through 7 present the estimated
restricted correlations by select%gn ratios (Sx/S8x) of .2, .5, and .8 for
R%zmhuofe,A,mdﬁawmsmhmofﬂwrm#mfmm&1w
1.00 in .07 increments. As presented in the figures, the estimated Ryz's
converge with the actual RRyz as a function of RRxy without regard to
selection ratio. As the values of RRxy increase beyond the convergent
goint, Ryz becomes more an underestimate of RRyz, and as RRxy ls decreased
elow the convergent point, Hyz becomes more and more an overestimate of
RRyz. Further, the degree of error in Ryz sharply increases as the
selection ratio decreases, It is also apparent from the figures that as
RRxz and RRyz increase, the goint of convergence for Ryz and RRyz on RRxy
also increases, indicaﬁing the point of convergence i3 related to the
various intercorrelations of RAxz, Hﬁgz, and RRxy, but not to the selection
ratio. The only difference between the estimates of Ryz when using the two
different sets of assumptions to derive the formulas iA-SSy and A-53x%) is
the point of convergence. The A-SSy assumptions result in convergence
lower on RRxy than the A-35Sx assumptions.

The general practical conclusion to be drawn from this portion.af the
study is that unless the situation bein% studied’ contains the exact and
particular 1nterrelationshi€ of RAxz, RRyz, and RRxy necessar{ for Ryz to
" converge with RRyz, the restricted Ryz w 1 consistently be either an

underestimate or overestimnate of the unrestricted RRyz, with the amount of
error increasing sharply as the selection ratio becomes more and more
extreme. Conseguently, correcting the restricted correlations is almost
always warranted,

Main effects. Table 5 demonstrates the overall accuracy of each of
the four formulas in terms of the average amount of error each incurred in

estimating RRyz. Their rank order from least to most error is: B1, T7,
B2, and Gg . The firat three formulas are not remarkab1¥ different; -
however, 7 is far less accurate than B1, 17, and B2. he clearest effect

on error is produced by the selection ra%io vTable 5). As the selection
ratio becomes more extreme, the amount of error increases, with the
increase becoming larger and larger with each step down in the selection
ratio. Table 5 shows little fluctuation in error for RARxy and no

systematjic pattern. The effects of ffilyz in Table aﬂshow a pattern that was.

...found consistently throughout the analyses. When RRyz = RRxz, the error
component 1s at a minimum. RAxz was held at a constant .30 for this study
and, as can be noted in Table 5, the.error increases as RRyz moves in

either direction from .30

Practical conclusioms related to main effecta include the following.
If sufficient information 1s available, the B1 formula produces the mos
accurate estimate for RRyz. In order to have sufficient information to use
B1, the new test being evaluated would need to be administered to the
agplicant group at the same time the old selection test is administered.
Then RRxy and SSy are avalilable for use in Bi. If the new test being
evaluated was not administered to the applicant group, then the most
ggcurate correction formula would be TT which does not require HRxy and
Y- '

r
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The selection ratio, it appears, has the largest impzct on errors in
estinating RRyz. If selection 13 extreme, 10 percent or less, the foramulas
for estimating RRyz are unstable and highiy inaccurate. This is a
difficult practical situation to resolve. A general advertisement for
applicants without sufficient specifiz qualification statements results in
a larger number of ungualified candidates and more extreme selection.
However, with a highly specific advertisement self-selection becomes a
secondary selection process, and the statistics computed on the applicant
group are already reatricte producin% spuriously low validlt{
correlations. One stratezy would be fo administer the selection tests to a
random sample in the general pogulation stratifying by race and sex in
order to meet Equal Employment pportunit{ Commission requirements, This

would yield unrestricted variances without the influence of any selection
procedure.

Since RRyz is not known and RRxy 13 computed after the test
administration, little practicsl zuidance can be offered related to these
parameters. The uswal advice is clearly 2pplicable, viz, choose a test or

construct a test for selection that parallels the actual job tasks as
closely as possible. .

Interaction effects. A3 seen in Ficure 8, when error in prediction is
examined by =election ratioc for each formula and for the actual restricted
correlation of Ryz, there is a tremendous amount of error for the
lo-gercent selection ratio, with foramula B1 doing . much better job than
either T7, B2, or G37 in estimating RRyz. As the selection ratio increases
beyond moderate selection (30 percent), the formulas tend to perform
sinilarly in estimating RRyz, with the exception of G3T7 whizh consictently
has more error than the other three formulas across all sclection ratios,

Fizure 9 demonstrates that formula B1 again is consisténtly the better
estimator of RRyz across values of RRxy. It can also be noted from Fizure
9 that as the value of RRK{ increases, Ryz rapidlg becomes a poorer
estimator of RRyz, particularly after it passes the point at_ which Rfyz
equals RRxz (.30). Once azain, G37 is a much less accurate estimator of
Riyz than the other three formulas.

When RRyz is less than .;0. as shown in Figure 10, B1*is the batter
estimator of RAyz. All formulas convergze when Riyz equals Rfixz. (.30) and
TT is the best estimator for hi§her values of HRyz althouzh the differences

a;e“amall. Once again formula G37 is clearly the least accurate estimator
o yz.

In terms of the seleciion ratio by RRxy by Rﬂiz interaction, Figures
11 through 30 revealed the following. Error in this case is mainly
influenced H the seleetion ratio with some minor influence on error added
by RRxy and RRyz. With a low selection ratio and low RAxy and RAyz, the
error conponent is relatively large. When the selection ratio is low and
RRxy and RRyz are high, the errors are noderate to large.  #ith a high
selection ratio and low RRxy and RRyz, the errors are moderate to small.
When the selection ratio and RRxy and RRyz are all high, the comparative
error is minimal. ‘

Tne four-way interactions ﬁiven in Tables 6 throu%h E and Figures 11
through 30 for selection ratio/HRxy/RRyz/foruula show that when the
selection ratio is small to moderate (10 to 30 ?ercent) across all values
of RRxy and Ryz, formula B! results in the least amount of error. When

there is a hich selection ratio and high RRxy and RRyz, all the forauias
tend to be about the same In accuracy.

37




The practical implications for the interaction effecte can be stated S

brierl{. The selection ratio has such an svervhelaing effect that

enerally the intersction effects are orznaPII{ due to the selection ratio.

hen the selection ratio is small to moderate (10 t.: 30 percent), formula

Bl is clearly the 303t accurate estiszator and should used regardless of
RRxy and RRyz. When the selection ratio goes above 30 percent, B1, TT, and
B2 are practically equivalent. Forsula G3i7 is the least desirable
correction formula acrosa conditions.  Thus, overall, Bl results in the
808t accurate eatimates of RRyz, especially when the selection ratio is 30

percent or leas, regardiess o the values of RAxy or RAyz.
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Appendix A

r‘%sfg“‘“iéaﬁ& ‘;"?%n‘s’%t?ﬁ?%%?%iﬂ"hn
?36 30),V

N na-'uo 1'1 DAT' , TYPEs 'NEW')

JNAME= *COR, on- ,ripsz-ow- READOALY)
OPEN{ UNITz SNAMEz *CORR.DAT')

(I)gza gNIT: Nm.-.='cnn. DAT' +TYPE=*0OLD* ,READONLY)

READ( A 901 EHD:QQ)IW
901 FoRMAT{Z20

READ( 4 9oz)xm\r
902  FORM }"hza

+e
»
3
i
b

5 <
<

0 1o Ta

)

READ(4,902) YMAT

READ( U .901 suo=9 )NOS

READ( 2, kMAd ( =10V

READ{2 ) XMAT srn ,Js1 NV
21 FORMAT(F6.

DO 30 J=1,NV

)=0.
X42{J)=0,

CP(J :
30 RC(J.K)=20.
nmn?z&ahg(nu J),d21, N)

78 FORMAT
a9 cond'lu .
50 25 121,108
SS‘%o"sc?ﬁE RNV, XI4,STD NV, X, 1,NV, 1,0V, 3, 1CAL)
XM(J) s XM J
s faf Hoyeez
20 E?;§° Yad sf K) s eX(K o
WR Téz X i Je1 0¥
908 PORATL Y { 1t R ;
2 CONTINUE :
99 gg‘ 13 .m NY : ;
ggs:fJ;K $13((uos-xnzta))-(xn(a}'-z))f(uos-{uos-1 ”m ;
{g{.}.m.x ﬁci.: X)=1. i
clJ ;K (nos-cr K))-( XM(J}*XM(K) ) )/SQRT{ (NOS®XM2{J) - :
100 i‘i?:z ooty Shks i3] - ) :
110 unxn( B0YSDEV( ) acu k) ,Ke1,N¥) ' H
930 FO ?#2 L NV ; ' §
E orouring MSCORE & NRR,XMM,STD ,NDRR, X, NRRX,CCX, -
+NDRAX , KOCCK , NOOUNT, 1CALY i
crnocuménn&mar
C THIS SUBROUTINE GENERATES MULTIOEMENSIONAL SCOKES, THi USER !
G SPECIFIES THE WO, OF PERSONT, AND SCORES FOR EACH PERSOM. DOTH PEOPLE ‘
¢ AND SCOHES CAN BE mae UNLEMITED BY ADJUSTING THE DIMENSION surwurrs !
C Rs THE INPUT R MATRIX OF INTERCORRELATIONS, THE DIOGANAL AND UPER DIAGONAL
sn.w:tsmwwaa_go nrexnrne-mm.zmrnos ]
KRdse THE NO. OF ROWS ACTUALLY IN R MATRIX ,
€ XMMs THE VECTOR OF MEANS FOR THE VA zm.ss
C STD = THE vscron OF STANDARD osvunous FOR THE VARIASLES.
C NKDRRs THE NO. ROWS DIMENSIONED FOR R MATRIX IN THE cnu.m PROGRAM [
€ Xu THE MATRIX OF SLORES GENERATED. © ROMS REPRESENT PERSOMS, COLUMNS THE SCORES
C NRRXz THE NO. OF SUBJECTS (ROWS) NEEDED ;
C NCCAs THE NO, OF VARIABLES (COLS) NEEDED FOR EACH PERSOM
C WDRPXs THE KO. OF ROMS DIMENSIONED FOR X IN THE CALL NG PROGRAN
C NDCCXs THE NUMBER OF COLUMNS DIMENSIONED FOR X IN THE CALLING rmam
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C NCOUNT..THE PRINT CHOICE. IF VﬁLUB LESS THAN OR EQ. 3, NO PRINT.

NT GT INT IGN
T RO NS Ton RINERR NORRT e NDHH{ STh{ADAR) ,VAR(30,30),C(30,30),
+ XCHDARX NDCCX), ,7v{30,30],TDS(30)

DO R
vnn 1 1):&79(1)-42
1¢  coNtIfuE

NNR=NRR=1

DO 29 I=K,NRR
vnn{x J; =A(1 J)'STD(J)‘STD(I)
gg VA =VAR({I,

IF(NCDUNT GT 2)GOT03“
¢ _WRITE{NCOUNT,31)
3t FORMAT(1H1, /// X, 'VAR-COV MATRIX FROM INPUT CORREL. MATRIX')

RR
32 unx?e(ucoﬁur 33)gvnn(1 vJ),J=1,NRR)
g} Fgaggrtt1ngﬁ5x 6(F15.2,2x}))

J=1,NRR
35 3 25) =0. 6
' 0

RR
40 C(Iii)-VAﬁ(I 1)/STD(1)

lso 0
DO 50 J=1 IH1

939‘ annn%fi

I %)-SQﬁT(VAR 1 -A)

1
IF(IP! GT. NHR)GOTO150
0 90 LzIP1

BSO 0 :
80  Bope B0 & L’Ki' e
‘h& Etvun?u.i)-a)/c(x.:)

contInue

100 CONTINUE

50 DO 180 I=1,NRRX
DO 180 J=1.NCCX

180  x(1,J)20.0
DO é;o I=1,MRRX
B0 170 L:z NC .
CALL MIX (2w,ICAL)

170 TOS(L)=Zw

D0 220 J=1, NCCX

210 D?* J?:xil T)+ECCI KIPTDSCK))
: 1.J) «XHM{ )
220
230 ?r
§PtNCDUNT . GE. 3)YRETURN
WRITE ( NCOUNT, 250)
250 ponggg(//lsx + FRANSFORMATION MATRIX c*, /7)Y
260  WRITE{NCOUNT, gg);c(x W), 321, HRR)
WRITE NCOUNT 1560
FORMAT(//5X, YRECHECK PARAMETER INFORMATION®,A/5X,
) 'ggxuxuun paiagaren R MATHIX')

520 1
520 WRITE(NCOUNT, 3 ss(: 3,J21,KRR)
WRITE ucouur 0 15, 1= 1 .NRRY
580 FORMA ;s X, VORIC INAL vséron OF MEARS',/
1 11X,6 23X} )
ua:ia ROGUKT, 300)

41



sawes -

00
3 1

aQn a0

56 *

21

19

17
13

22

16

1t €3 D¢ i Bt € Pttt KT Yot et 4t ©F
A ON= DO TNNLD

Fonmar(1u1.///2ox *MULTIDIMENSIONAL scunas',glsx.
RONS'ARE SUBJECTS, COLS AHE VARIABLES

END
SUBRTYTINE MIX(AA,1C)
DOUBLE PRECISION E*T
BYTZ NuM(10),SEC(

RANDQ! NUaal DEVIATES BY MARSAGLIA-S REASONABLY FAST METHOD,
PROGRAMHMED BY ONE OF MEETER-S STUDENTS. 1970

DATA A/.B638/,8/.1107/,C/.0228002039/,0/. 00269 7961/
DATA A8/173u9f?11?61.li12 gG?SE%G}%IAéIZ 31319hz

ESAVH

H DO O G ALNEIA Kt

[

MW - ::m

==
nnﬁzn

i:EQ.HUMzgi}ILT:ILT+(J-1}'|O

TEQ.NUML I SILT=IETeg=t
T N SR Ot AT T

4
=
[ =2
o3

M N e

A

ltN

1,ILT
H,12)
1,12)

—

U
Adz2 . ®
RET:

=i

KysoToz '
1/A+naxfx1,xz).aau(11 12)-1.5)

19(91 .GT.A+B)GOTOk
AAzY, 5'((U1-A)IB¢RAN(I1 12)=1.)
RETURN

IF U1.GT. A+gog)00706

i5g'ﬂgﬂ(l1 12?

IF(XA GT.Y.

83?0?.Exp 2!'1)/2 )-A"(S ~XA)#82

IF{XA.GT.1.

Y50T09
g :SQ'E!P( X9X)/2.)=A19(3.=XAYR02_228(1 5.XA)

GSTAO'EIP? lx-x)lz I=A19(3 -XA)082
Sl

Vi:?.'((Ul-lwﬁ-C)lD)-l.
V2:=2. 'RAN(I‘Ié 12)-1.

Rt g Vise V29V o022

H 31?19.-2 BALGE(R) }/R)

X1=V18Z

K?:VZ'Z

11A:ABS 1)

IF(X1A. .YGOTO1S

XZ2AxzA 2 4
IF(X2A.GT, 3.)C0T022

AhzX2 -

RETURN :
Viz2. *RAN(IY,I2)-1.
GaTo23

ARzX1

RETURN
END
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[z 2 1]

'b%o” FORMAT{

PROGRAM REST
THIS PROGRAM TAKES SCATED OUTPUT FROM FILE NOAM,DAT
AND CORRELATIOHS AND SD'S FROM COR.DAT AND RESTRICTS
THE FILE BY INCREMENTS OF 10%
THE PROGAAM CALLS A SUBROUTINE (COREST) WHICH
COARECTS FOR_RESTRICTION IN RANGE USING FOAMULAS
23,5 56237, i oo
DIMENSION X(11),S(11),R(J1,11),5%(11),5x2(11),SX¥{11,11),C(4)
® Ra{11,11},55{ 11 xvlsf,xnz I ' ! ' i
OPEN{UNIE= 1 . NAME =" NORM.DAT? , TYPE=*OLD' , READONLY)
THIS FILE CONTAINS THE DATA GENERATED BY THE PROGRAM MMANG
OPEN(UNIT=2,NAHe*CORR.DAT® , TYPE='OLD? , READONLY)
THIS FILE CONTAINS THE UNRESTRICTED CORRELATIONS AND SD'S FROM NORM
OPEN(UNITs3,NAMEs * RNEW.DATS

ek ok Bt ol B g ot B 0
g e ec o 50 TU) Sy 50 T e

(g'é{afssta (BRI K) ,K21,11)
7.2,1176.3)
1 Jst, i1

!£J.K 0.
0 IRS=t.S
DO 10 MR21, D :
READ(1,920f (X{J),d21,11)
920 FORMAT( BRI,
55'?%’}'z "
]
"SX{J)SX(J)+X(JI
gﬁ%?a):sgziig.xza)-lz
*
10 sxr}g.x).éxr(a.x).x(a)'x(x)
0 J=}%
3?4135?"7‘ XTOSX2(J) )= {SX(JI082) ) ZEXTH(XT=1.))) e
= .
s( (kT 1)- asx
o Bl s
CONTINUE
20 CONTINUE
Jz i
' DO_25 IMst,5
x-xn_xn;
LaI¥{IM
HNsl el
DO 25 RaL MM
YI=R EK.H
JoK

25 WHITE(3,925)C,YZ,RR{J.N),XY,SS(J},S(J),55(K},5(K),28,
S5 (W3 R(3.K3 , R(J.N)
953 ForMatt 16FF, .
CORTINUE
99 STOP .
END

43

i g

. ————

CALL g:asssﬂn.u.ssu) +35(K) .OR.S(J) +S(K) ,A(IK) , R{d,N)  R(K ¥),XT,C)

i C i e



AOOOOO0GOOANG

T8

- Appendix B

SUBROUTINE COREST
SUBROUTINE COREST(RRYZ,RRXY,SKX,SYY, SZ SX,SY,RXY,R¥Z,RYZ,XT,C)

THIS SUBROUTINE TAKES INPUT FROM THE PROGRAM REST AND
CAL CULAT%S k.gTIMATED RRYZ USING FORMULAS B=1, R«2, AND

AR¥Z,RRXY= UNRESTRICTED:CORRELATIONS: SXX,SYY=UNRESTRICTED S0'S
RXY R RXZ,RYZ= RESTRICTED CORRELATIONS, S5X,3Y,SZzRESTRICTED SD'S

X= calfga%ONSELEgTION VARIABLE, Yz IMPLICIT SELECTION VARIABLE
.

THE ESTIMATES ARE TRANSFORMED USING FISCHER R TO Z SO THAT
Ty "CAN DAFER DE AVERRGED ANDURETURNEDC SO PROGAAL REST
DIMENSION cl4 '
FORMAT( 10F7.3
DO 478 J=1,4

=0 .
CONTINUE
XX:(SXX"?)I(SX"?) f

rra-?gxl RYZ-( RKY#RXZ)))/ ( SYY#SQRT( ( 1-RXZ#42) 4+

! (géé:‘g;z'i’%}/s RT( { 1-H{Z##2) (ﬂxz"alxX))
B C EXE X fgaaT((1- *
257§§¥z-gx!'nx2+nx1'axz'xx ‘
XNUM-SORT(((1 -RH}+(RM'XX))'((1.-RXZ"2}+(RKZ"2'XX)))
T7=DET/XN
SB=Syae 2
DEN=RXZ#(SYY##2_5SB)+R
XNUMsSYY®SQRT{ (RXZ882

910

Y'R Z%SB
24 (SYY¥#2-5B) ) +SB%(RXY#42))

QXzSYY#s2
G3T=DEN/KNU
IR=(RYZ-RXY*RX z '?
SbC-S Vi ar(szl 28 (( sz"z'nxr'lz)-(sr"a'axZ"Z)+
s (;ﬁ%;'z*nngiz))l(St #20RXYRRZ))
:
FOUR=RX SYYSR2.SYR%o, (sri'zinxr'lz / Syyrazs
s gxz-azh gr*:§$n§z" 2)+(SyNa28RY Y842} ) ) » ((
= e
C E ={alOG( (1. +G31)/(t -G37 ))/2.
C{8)={ALOG 1 +B2)/{1.-B2
C{1)=({ALOG{(1.+B1}/ t.-B1 /2.
C(2)={ ALOGL (1. +TT) /{1 .=TT))}/2.
RETURN
END
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