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A COMPARISON OF THREE MODELS FOR DETERMINING TEST FAIRNESS 

I. Introduction. 

The Uniform Guidelines on Employee Selection Procedures (1978) (9), 
which were recently adopted by the U.S. Civil Service Cow~ission, the Equal 
Employment Opportunity Commission, the Department of Justice, and the 
Department of Labor, state that a selection procedure has an adverse impact if 
the selection rate for any racial, ethnic, or sex group is less than 
four-fifths of the rate for the group with the highest selection rate. The 
guidelines further state t>,at these same rules apply to any employment 
decision, which can include training, retention, or promotion. The current 
Air Traffic Control (ATC) training program conducted at the Federal Aviation 
Administration's (FAA) Academy is a pass/fail program which affects whether or 
not the trainee will be retained by the FAA in the ATC option. As such, it 
involves an employment decision and is subject to the standards for validation 
research and fairness defined by the guidelines. 

Although the Uniform Guidelines acknowledge that "the concept of fair·~ 
ness or unfairness of selection procedures is a developing concept," they 
require that, when feasible, a test must be demonstrated to be fair. The 
guidelines further specify that "unfairness is demonstrated through a showing 
that members of a particular group perform better or poorer on the job than 
their scores on the selection procedure would indicate through comparison with 
how members of other groups perform." The key concept in this definition of 
fairness is that performance of a group is compared to the performance of the 
larger group on both the selection procedures and the job performance measures. 
If performance is not the same for both groups on both measures, unfairness 
may exist. 

Unfortunately, deciding when "performance is not the same" is not as 
simple as it may seem. The literature has many articles offering approaches 
to the evaluation of test fairness. However, these articles seldom deal with 
the distribution of various fairness indices, nor do they address directly the 
decision processes involved in deciding whether or not a test is fair. 
Several authors have found that the major definitions of test fairness lead to 
conflicting conclusions about test fairness (1,4,7). I~ addition, Hunter and 
Schmidt (5) concede that they cannot agree on a definition of test fairness. 
The available literature offers many methods of evaluating test fairness but 
little guidance in choosing the most appropriate method. 

Most of the models of test fairness define it in psychometric terms. The 
three major mcdels to be discussed in the present study define fairness in the 
dichotomous case in which an applicant is either accepted or rejected based on 
a predictor score and would succeed or fail based on a criterion. Table l 
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Succeed 

CRITERION 

Fail 

'fable 1 . Three Definitions of Test Fairness 

False 
Negatives 

True 
Negatives 

Reject 

II I 

III IV 

PRE:DICTOR 

True 
Positives 

False 
Positives 

Select 

CONSTANT RATIO MODEL (CR) -Thorndike (1971) The ratio of the proportion 
successful to the proportion selected should be 
equal for both the majority and minority groups. 

I + II I + II 
a a b b -------- = --------

I + IV I + IIJ 
a a b b 

CONDITIONAL PROBABILITY I~ODEL (CP) - Darlington (1971) The probability of 
selection, given tbat an i~dividual is successful, 
should be equal for both the Qajority and 
minority groups. 

£QUAL PROBABILITY MODEL 

where a = majority ~roup 
b = minority group 

I 
a 

I + II 
a a 

= 

I 
b 

I + II 
b b 

(EP) - Einhorn and Bass (1971) The probability of 
success, given that an individual is selected, 
should be equal for both the majority and 
:~inori ty groups. 

I I 
a b 

= 
1 + IV I + IV 
a a b b 
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gr·aphically depicts this situation and states the three major models of test 
fairness, verbally and mathematically, in terms of the four cells depicted 
in the table. 

The first model is Thorndike's (8) Constant Ratio model (CR) which states 
that for a test to be fair, the ratio of the proportion successful to the 
proportion selected should ·ue equal for the minority and the majority groups. 
Expressed in terms of the cells in Table 1, the ratio of the sum of the cells 
I and II to the sum of cells I and IV should be equal for both groups. 
Darlington's (2) Conditional Probability model (CP) states that a test is 
fair if the probability of selection, given that an individual is successful, 
is equal. for both groups. In terms of the cells in Table 1, the ratio of 
cell I to the sum of cells I and II should be equal for both groups. 
Finally, Einhorn and Bass (3) propose the Equal Probability model (EP) in 
which a test is considered fair if the probability of success, given that an 
individual is selected, is equal for both the minority and the majority 
groups. In terms of the cells in Table 1, the ratio of cell I to the sum of 
cells I ~nd IV should be equal for both groups. The three models differ in 
the target groups to which they are ''fair." The Constant Ratio model is 
aimed at insuring that the proportion of applicants selected from both groups 
is fair. If this model is used, an equitable proportion of applicants from 
both groups will be hired. The Conditional Probc•l:>ility model is targeted at 
successful individuals and is inte:1ded to insure that an equitable number of 
successful individuals will be hired. The Equal Probability model is 
targeted at individuals already hired and is intended to insure that an 
equitable number of hired individuals will be successful. These models can 
lead to conflicting conclusions about the fairness of a test. However, there 
is very little in the literature to describe the distribution characteristics 
of the three models and how their distributions differ. 

The purpose of the present study is to evaluate the distribuU.on of the 
fairness statistics generated by the Constant Ratio, the Conditional 
Probability, and the Equal Probability models of test fairness. Since the 
sample size is, in general, much smaller for the minority sample than for the 
majority sample, the three fairness indices will be compared for a large 
sample and a smaller sample across different success ratios on both the 
criterion and the predictor and also across different correlations of 
predictor and criterion. Research studies have shown that sampling error 
leads to an inverse relationship between sample size and correlations (6). 
It is expected that sampling alone should cause the correlations for the small 
sample to be higher than c ·responding correlations for the large sample. The 
Constant Ratio model is not sensitive to differences in the correlation of the 
predictor and criterion, while the Conditional Probability and the Equal 
Probability models are. It is expected that the Constant Ratio model will be 
more robust to sampling errors related to sampling size than will either the 
Equal Probability or the Conditional Probability model. 
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II. Method. 

The data used for analysis in this study were computer generated by using 
a Monte Carlo technique. This approach allows the generation of a nu~ber of 
normally distributed variables with specified means, standard deviations, and 
intercorrelations. The technique essentially allows definition of the 
characteristics of a population and then selects samples from that population. 
A s~cre of 70 or greater was arbitrarily set as a cut sccra, scores above 70 
were defined as successful for the criterion variable, and scores above 70 were 
defined as selected for the predictor. Variable means and standard deviations 
were assigned values such that either 60 percent, 70 percent, or 80 percent of 
the sample would be above the cut score, and predictor/criterion correlations 
of .3 or .4 were assigned. Nine variables were generated for this study by 
using the proportion above 70 and the correlations specified in Table 2. The 
success rates, selection rates, and predictor/criterion correlations were 
chosen based on recent experience with the FAA's Air Traffic Control selection 
and training program. The 18 possible combin&tions of selection ratio, 
success ratio, and predictor/criterion correlation described in Table 3 were 
evaluated. 

Table 2. Profortion Above a Score of 7~ Assi~ned Euch Variable and 
Relevan Correlations Input Into Monte arlo Progrc~ 

1 
Proportion Var # 1 2 3 4 5 6 7 8 9 

.60 1 X .3 .4 .3 X X X X X 

.60 2 X X .4 X X .3 X X 

.60 3 X X X X .4 X X 

.70 4 X .3 .4 X X X 

.70 5 X X X .3 X 

.70 6 X X .4 X 

.80 7 X .3 .4 

.80 8 X X 

.80 9 X 

1 The correlations denoted by X were not used in the analysis. 
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Table 3. All Possible Combinations of Selection Ratio, 
Predictor/Criterion Correlation 

Success Ratio, and 

Selection Success Rxy X y 
Ratio Ratio variable variable 

1 .60 ·go :a l 2 
2 .60 . 0 1 3 
3 .60 .70 J 1 4 
4 .60 ·r 2 4 

~ -~0 . 0 :a 2 t . 0 . 0 ~ 7 . 70 .60 .3 1 
8 .70 .60 .4 4 2 
9 .70 . 70 J 4 ~ 10 -10 .70 4 

11 .70 .80 .3 ~ 8 
12 -~0 .80 .4 a 
1~ . 0 .60 :~ 7 2 

.8G .60 ~ 3 
15 .80 .70 J 5 
16 .80 -~0 8 6 

le .80 . 0 J 7 d 
.80 .30 1 9 

Each sample that ·was generated contained 1, 000 subjects of which 100 were 
randomly assigned to the minority group and 900 were assigned to the majority 
group. Since both the minority and the majority groups were from the same 
population, the predictors should be equally fair across success ratios, 
selection ra~ios, and predictor/criterion correlations. The CP, EP, and CR 
indices were calculated for the 18 conditions described in Table 2. This 
process was repeated 100 times. 

III. Results. 

Table 4 shows the average proportion above a score of 70 and the average 
inte~correlation matrix obtained across the 100 large samples and the 100 small 
samples. Table 5 gives the distribution characteristics of three fairness 
indicators for both the large samples and small samples when the various 
combinations of selection ratios, success ratios, and predictor/criterion 
ratios are combined. Table 6 gives the distribution characteristics of the 
large and small sample fairness indicators when the selection ratio is equal to 
the success ratio,when the selection ratio is less than the success ratio, and 
when the selection ratio· is greater than the success ratio. Table 7 contains 
the distribution characteristics of the large and small sample fairness 
:indica tors.when the predictor! criterion correlation is . 3 or . 4. 

In order to compare the fairness indices for the large and small groups, 
the indices were e~ressed first as a ratio of the large group index to the 
small group index (LG/SM), and then as a ratio of the small group index to the 
large group index (SM/LG). The distribution characteristics of these indices 
are described in Table 8. 
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Table 4. The Avera~e ?r·oportion Above a Score of 10 and the Avera§e 
Correlation Hatl'ix cross the 100 Large Samples and the 100 Small . amples 

1 
For. 100 Large Samples 

Average 
4 5 6 7 8 9 Proportion Var It 1 2 3 

.608 1 X 0.31 0.42 0.30 X X X X v 
A 

.603 2 X X 0.44 X X 0.31 X X 

.643 3 X X X X 0.43 X X 

.703 4 X 0.34 0.45 X X X 

.727 5 X X X 0.29 X 

. 712 6 X X 0.41 X 

.308 7 X 0.37 0.42 

.806 8 X X 

.816 9 X 

1 
For 100 Small Samples 

Average 
4 6 3 Proportion Var ir 1 2 3 5 7 9 ' 

.590 1 0.42 0.53 0.32 X X X X X X 

.583 2 X 0.30 X X X 0.42 X X 

.607 3 X X X X 0.47 X X 

. 727 ll X 0.23 0.43 X X X 

.714 5 X X .. X 0.39 X 

.700 6 X X 0.57 X 

.780 1 X 0.31 0.44 

.730 d X X 

.eJ2 9 X 

1 The correlations denoted by X were not used in the analysis. 
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Table 5. Distribution C~aracteristics for the Three Fairnes3 Indicators 
for the Large and Small Samples 

!'-fP.an SD Range 
Lo Hi 

CRLG 1.02 .16 • 74 1.35 
CRSH I. 01 .18 .67 1.49 
CPLG 0.77 .07 .61 O.R8 
CP'>"l 0. 77 .09 .57 !).94 
EPLG 0.7R .07 .63 n.R'l 
EPS'I 0.77 .09 • 57 '1.94 

Correlation Hatrix 

CRLG CRS"'. CPLG CPS'-1 EPLG EPS'! 

CRLG 1.00'1 .956 - • fl21 - .753 .791 .717 

CRS"l 1. ')1)0 - .776 - .70,7 • 758 .755 

CPLG 1.(}0!) .R% - .)11 - .29!1 

CPS'! 1.00IJ - .124 - .202 

EPLG 1. 000 .QJ2 

EPS"l 1.000 

where C". fs the Constant Ratio ~odel 
CP is the Conditional Probabiliti model 
EP is the Equal Probability ~ode 
LG is the larfe sample 
S'! is the sma 1 sample 
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Table 6. Distribution Characteristics for the Three Fairness Indicators 
f-.>r Large an:i Small Samples Comparing Selection Ratio and Success Ratio 

Selection Ratio Equals Success Ratio 

Mean SD Range 
Lo Hi 

CRLG 1 .017 .024 -~7 1.08 
CRS"1 .999 :8~~ 1.11 
CPLG . 77g :6~ .86 
CPSM -7~ .076 . 61 .88 
EPLG -7 6 .055 .69 .86 
EPSM .776 .0?4 .62 .89 

Selection Ratio Is Less Than Success Ratio 

Mean SD Range 
Lo Hi 

CRLG 1.194 .081 1.10 1.35 
CRSM 1 .220 .099 1.00 1 .49 
CPLG .70~ .01+6 .63 . 77 
CPSM .69 .057 -5~ jg EPLG .836 .035 .7 
Ef'SM .847 .045 .73 .94 

Selection Ratio Is Greater Than Succ;ss Ratio 

Mean SD Range 
Lo Hi 

CRLG .841 .054 .74 .91 
CRSM .825 .068 .67 1.00 
CPLG ja~ .oa5 . t5 .88 
CPSM .0 5 . 3 .94 
EPLG .10@ .046 .63 -77 
EPSM .69 .057 .57 -79 

where CR is the Constant Ratio model 
CP is the Conditional Probabilitl model 
EP is the Equal Probability mode 
LG is the large sample 
SH is the small sample 
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Table 7. Distribution Characteristics for the Three Fairness Indicators 
for Large !ind Small Samples Comparing Predictor/Criterion Correlations 

CRLG 
CRSM 
CPLG 
CPSM 
EPLG 
EPS~ 

CRLG 
CRSM 
CPLG 
CPSM 
EPLG 
EPSM 

where CR is the 
CP is the 
EP is the 
LG is the 
SM is the 

Predictor/Criterion Correlation Equals .3 

'iean SD Range 
Lo Hi 

1.016 .165 .74 1.35 
1.013 .182 .67 1.49 

.761 .074 .63 .87 

.760 .088 .57 .91 

.763 J)74 .63 .87 

.758 .087 .57 .91 

Predictor/Criterion Correlation 

Mean SD 

1.019 .145 
1.017 .173 

.781 .069 

.789 .082 

.787 .067 

.790 .081 

Constant Ratio model 
Conditional Probability 
Equal Probability model 
large sample 
small sample 

9 

Range 
Lo Hi 

.78 1. 2 !l 

.69 1.44 

.68 .88 

.62 .94 

.68 .88 

.62 .94 

model 

Equals .4 



Table 8. Distribution Characteristics for the Ratios of the Three F:tirness 
Indicators 

'1ean SD Rans;e 
Lo Hi 

CR LG/S'i 1.01 .os • R'l 1.15 
CR !N/LG 1.00 .05 .87 1.14 
CP LG/5'1: 1. 00 .n6 • R6 l. 20 
CP S'I:/LG 1.00 .os • R1 1.17 
EP LG/SM 1.00 .05 .81i 1.2() 
EP '>'f/LG 1.00 .05 .81 1.17 

Correlation '1:ttrix 

CR CR CP CP EP EP 
LG/S>i S'1/LG LG /5'1 S't/LG LG/S'I S'1/LG 

CR LG/S'i l.OCO - .997 - • 554 .544 .44!\ - .43<\ 

CR. S'I:/LG 1.000 .574 - • 551 - .426 .416 

CP LG/S}I 1 • O'l'l - .996 .49'3 - • 502 

CP S'I/LG 1.000 - .502 • 513 

EP LG/!N 1.0'10 - .996 

EP S~f/LG 1.000 

'l:<l'!lere CR is the Constant ll.&tio :nodel 
CP is the Conditional Probabilitj model 
EP is the Equal Probability mode 
LG is the lar!'le s,'lmple 
S'l is the small sample 
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IV. Discussion. 

As expected, Table 4 shows that the correlations for the 3mall samples 
tended to be higher than those for the large samples. It is not surprising 
that for all three fairne>ss indicators, the small sample groups demonstrated 
greater variation thar: cid the larger sample groups. The range of the fair­
ness indicator was virt~'ally identical for the CP and EP models, and was a 
smaller range than that for the CR model. This is to be expected since the 
CP and EP indices could range only from 0 to 1, while the CR index could 
range from 0 to infinity. 

When the distributions of fairness indicators are examined for the three 
relationships of selection ratio to success ratio described in Table 6, it can 
be seen that all three tend to h~ve moderate values when selection ratios are 
equal; CR and EP have high values when selection r·atios are greater than 
success ratios, while the CP value tends to be higher when the selection ratio 
is greater than the success ratio. Both CP and EP show the greatest amount of 
variance when the selection ratio is equal to the success ratio, 1-1hile CR shows 
the greatest amount of variance when the selection ratio is less than the 
success ratio. When the distributions of the fairness indices for the large 
and small samples are examined separately foe correlatians of .3 and .4 (see 
Table 7), all three fairness indicators have lower means and higher standard 
deviations for the lower correlation. 

The fairness indicator ratios described in Table 8 show that the 
distribution differences observed in Table 5 virtually disappear. The means 
of these ratios are around l. 00 (as they should be Hhen the test is "fair"); 
the small standard deviations and the range of the ratios are almost identical 
for the large group/small group and for the small group/large group indices. 
It would appear that all three fairness indicators show similar patterns of 
covariance between the large sample and small sample groups. 

Based on the data from the present study, there is no compelling 
statistical reason to choose any one of the three fairness indicators over 
the others. The range of the values of the indicators is affected by both the 
relationship of selection and success ratios, and predictor/criterion corre­
lations. However, while the magnitude of the fairness indicator may vary, the 
relationship of the fairness indicators ror the large and small groups remains 
about the same, no matter which fairness indicator is used. The three fair­
ness indicators are equally likely to lead the investigator to conclude that a 
test is fair when the majority and minority groups are chosen from the same 
population and differences between the groups are due to sampling. Quite 
frequently, however, this is not the case in the real world. Members of 
minority and majority groups may be recruited in different ways and may differ 
dramatically in education, experience, socioeconomic status, and other 
demographic variables that will affect their performance on the selection 
devices. The applicants fr·om the majority and minority groups may have 
different means on the selection tests, and if the means for the minority 
group are lower than the means for the majority group, then the proportion 
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selected from the minority applicants could well be less than four-fifths the 
proportion selected from the majority applicants. If this is the case, then 
the Uniform Guidelines state that adverse impact has occurred, and the user 
must demonstrate that the selection test is fair. 

The Constant Ratio model could be used at this point to determine if the 
differential proportion selected for the minority group is compensated for by 
a differential success rate. If the CR definition of fairness is met, it is 
unlikely that the selection procedure as defined will be perceived as unfair. 
The CR model is insensitive to the magnitude of the correlation cf the 
predictor and the criterion, so it would be possible to meet the CR definition 
of fairness while still selecting majority and minority applicants with vastly 
different probabilities of success. If this is the case, and if the minority 
group members selected have a lower probability of success than the najority 
group members, the minority group members will havr ~ loigher attrition ra.te 
during the training process than the majority group members. Since the Uniform 
Guidelines are extended to cover not just selectio.1 procedures, but also 
employment decisions including promotion, referral, retention, and transfer, 
the user may find that at some point after selection some otheP employment 
decision demonstrates adverse impact. If the Equal Probability model of test 
fairness is used, this problem may be avoided, but unless the regression lines 
for the minority and majority groups have the same slopes, its use could result 
in the disproportional selection of one group or the other. The Conditional 
Probability model could be used to insure that appropriate numbers of 
successful individuals are selected, but its use too could result in an 
inequitable selection ratio. 

The test user is in a dilemma, as current definitions and practices 
stand. In order to meet the definition of fairness at the point of selection, 
the Constant Ratio model may be employed, but use of this model may result in 
adverse impact and unfairness at some later employment point. The 
acceptability of the various fairness decision models will no doubt be 
determined by the courts. In the ideal case, in which the minority and 
majority samples are selected from the same population and their regression 
lines are identical, all three models will agree, as they did in the present 
study. If the test user is in the unpleasant situation in which the models 
would lead to conflicting conclusions about test fairness, then some correc­
tive action must be taken. If the Equal Probability me• del indicates test fair­
ness, but the CR and CP do not, then an unfair proPortion of successful 
minorities are being rejected, and a lower cut score may be justifiable. This 
will occur when the predictor;criterion correlation is higher for· the 
minorities than for the majority. If the Conditional Probability model indi­
cates test fairness, but the EP and CR do not, then the predictor/criterion 
correlation is lower for the minority than for the majority, and resolution 
of this problem may require either development of new selection procedures or 
recruitment of a minority applicant population that more closely resembles the 
majority sample. 
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If the use of different cut scores is not feasible, or if the data 
indicate that the minority applicants differ from the majority applicants in 
how well their perfor·mance can be .predicted, the test user could examine 
recruitment practices to see if efforts could be made to recruit minority 
applicants who are more like the majority applicants in terms of 
characteristics related to the probability of success. The most recent 
version of the Uniform Guidelines emphasizes the role of r6cruitment and its 
effect on fairness. This emphasis on recruitment indicates that the effects 
or recruitment practices on selection and other employment decisions will be 
a part of the evaluation of the fairness of a selection procedure. Modifica­
tion of minority recruitment practices could be an effective means of bringing 
existing selection procedures into compliance with the Uniform Guidelines 
without necessitating the development of new selection devices. 
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