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A GENERIC MODEL FOR EVALUATION OF THE FEDERAL AVIATIOKN
ADMINISTRATION AIR TRAFFIC CONTROL SPECIALIST TRAINING PROGRAMS

I. Introduction-

In a large trazining institution such as the Federal Aviation
Administration (FAA) Academy, several independent training programs operate
simultaneously. As new technology becomes available for training,
especially in the computer field, new training methods are frequertly
implemented. The new simulation facility for radar Air Traffic Control
Specialist (ATCS) training and the new PLATC computer—-based instruction
s8ystem are examples of these advances. It is redundant znd incoherent to
develop 2 new program evsluation for each new development in ATCS trzining
methods. Consequently the Systems Analysis Research Unit at the Civil
Aeromedical Institute (CAMI) has developed z generic program evaluation
moael for Academy training programs. While the ATCS training programs were
the primary aim of the model, it is approprizte for Airway Facility or
Flight Standards training programs. The generic model zllows research at
CAMI on Academy programs to be integrated into our total systems appreach by
making specific application of the generic model to any new Academy
development. By consistent application of the generic model, thec data
collected on programs will be compatible with our coantinuing data base and
offer a means of expanding our total picture of Academy training programs in
an integrated fashion.

II. Description of the Program Evaluzation Model Components.

Program evaluation is designed to accomplish several tasks. These
tasks rre to (i) define exactly what the program is, its purposes and goals,
(ii) document the exact structure of the program, (iii) define the process
in the program (a logical step-by-step explanation) that achieves the goals,
(iv) monitor the process to insure that any breakdown in the program during
implementation or operation can be identified, (v) measure the outcomes of
the program to determine if it is accomplishing its goals, and (vi) definme
and document any program revisions made to change the process, including the
basis for the change and how this alters the structure and paths to produce
the desired results. This paper describes a generic model for ATCS training
program evaluation. The four components of the model are (i) desiga
evaluation, (ii) implemeptation evaluation, (iii) formative evaluation, and
(iv) summative evaluation (3}.

Program design and implementation evaluations, as the terms imply, occur
at the beginning of the program. Formative and summative evaluations occur
simultaneously and serve to evaluzte the process and course of the program
gs well a8 its products. Each of these evaluation components uses the
techniques of statistics, math modeling, and various reporting systems.

Design Evaluation. Program design evaluation involves insuring the
proper development of several tasks that meke up the program implementationmn
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plan. First, the overall objectives of the program must be clearly defined.
Every expected outcome of the program should be listed. The outcomes should
be organized by broad categories and related to the objectives of the
program. All curricula objectives, student assessment techniques and
instruments, and teaching/training lesson plans must be based firmly on
thorough task, knowledge, and skills analyses. A task analysis is a careful
documentation of all the tasks performed in controlling air traffic and
their relative importance and interaction. A knowledge and skills analysis
is a determination of the knowledge and skills and knowledge and skill
levels required to perform each task. Consequently, the task, knowledge,
and skills aualyses serve as the precise and clear job sample on which the
student curricula, assessment, and teaching/trzining lesson plans are based.
This is a2 very crucial and important step.

Next the teaching/training and assessment process or methods must be
operationally defined. This involves a logicaliy connected step-by-step
explanation of the methods to be employed in accomplishing each of the
outcomes and measuring the accomplishment of each of the cbjectives. This
should include the use of any teaching equipment or aids. Flowcharts, PERT,
tables, GANTT charts, and graphs should be used as appropriate in defining
the process. Careful documentaticn of every step should be made during this
evaluation phase by the evaluation staff with regular reports to the
responsible supervisor on the progress of the design. The completed
implementation plan should be clear enough that any competent educational
expert could carry out the design. Figure ! illustrates the process of
specifying the program design requirements.

Curriculo
Tosk objectives Operationa!
knowledge definition
and skille . Student of teoching/
analysis Traceability assessment training process
: documentation techniques % ' and methods--
] instruments PERT
Programs Gantt
objectives Teachiag / Tables
g Graphs
troining Flowcharts
lesson plans

FIGURE 1. SPECIFICATION OF PROGRAM DESICN REQUIREMENTS.

In the case of automated ATCS training systems, the design phase has
several additional components. First, the operational requirements (Figure
1) from the task, knowledge, and skills analysis are stzted in terms of the
functional products that a trazining system must produce. This is a clear
description of the visible workings/outcomes of the needed training system.
The functicnal requirements should contain only the essentials necessary to
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simulate the required operational activity for the determined level of

training. Figure 2 describes this step.

Which details of the Real Operationol
CPERATIONAL ATC environment MUST be Simulated ?
REQUIREMENTS

@ Specify Essentials
© Eliminate “Desirements®

- ® "Freeze" for Duration
FUNCTIONAL ® Program Manager has Decision
REQUIREMENTS on Future Changes

FIGURE 2. FUNCTIONAL REQUIREMENTS.

It is at this stage that computer~derived measures to assess student
performance are stated 2s z functional requirement. Particular carve must be
taker in this phase to ciiminate any unnecessary requirements. As pointed
out by Page (2), the optimal, cost-efficient pointr on the complexity

functior is the minimzl system required to satisfy the needed functional
activity {see Figure 3).

|
L
l’
Cost g
t
° !_
|
I

Develop

I D
System Complexity

FIGURE 3. THE COMPLEXITY TRADEOFF.

The next design phasz concerns the engineer more than the educaticnal
technologist; however, the educational techmelogist is involved in this
stage and should be aware of the process. This phase is the design

OPERATIONAL | Competitive Design:
REQUIREMENT | ® Select System Architecture
® Types and Size of Computers
FUNCTIONAL ® Software Approach, Language,
REQUIREMENT ‘ Architecture

HARD & SOFTWARE ® Determines Growth Potentiaf,
DESIGN APPROACH Flexibliity, Maintainability,
Reliabitity, Etc.

FIGURE 4. THE DESIGN APPRCACH.



approach. As Figure 4 points out, this step includes the selection of the
most reliable and cost~efficient minimal system architecture. The
educational technologist acts as a consultant to the system engineer to
insure that the selected system performance will satisfy the functional
requirements.

Page (2) points out several reasens why it is very important to make
correct judgments about the system during the design approach phase:

(i) The developer has to mzke the corrections;
(i1) The impact on program cost is less;

(1i1) The cost to the user after system delivery {maintenznce)
is much less; and

(iv) The system will be less troublesome to use early in the
operational phase.

Figure 5 further illustrates the impact on cost of making errors that
must be corrected later in the development process. The two lines on the

graph show the relative cost for mzking a large number of errors versus many
fewer errors.
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Preliminary Detailed Code + Integrate Validate Operation
Design Design Debug

FIGURE 5. ERROR VERSUS COST.

The remzinder of the development process during the design evaluation
consists of the detailed design, hardware and software development, and
system tecting. The detaiied design and hardware and software development
are engineering tasks; however, the educational technologist agzin ac%s as
2 consultant to insure that the product satisfies the needs of the training
requirements. Figure 6 depicts the entire process. The system testing
phase is particularly important to the educational technologist, since this
is a demonstration of the system’s ability to perform the functiomal
requirements as specified. Care should be taken to insure that the test is
a valid demonstration, covering a2ll aspects of the functional reguirements
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FIGURE 6. THE DEVELOPMENT PROCESS.

with the stated system rclisbility. Corvections after the system is sot
intact can be very costly. The system test should serve as the final
checkpoint to catch all remaining bugs in the system and incongruencics with
the functional specificstions.

Implementation Evaluation. The implementation evaluation phase
monitors program implementation and insurcs znd documents that the program
was implemented strictly according to the design. Any changes made to the
design during implementation should be carefully documented and the design
revised. The implementation evaluaticn stage insures that the stated
process is operational, inta<t, and stable. This evaluaticn is generally
accomplished by means of frequent status studies during the implementation
stage. Data is collected (usually by surveying the responsible personnel)
on each aspect of the process and a determination made about the state of
impliementation. DPirect observations should also be made on a periodic
schedule. The status studies are generally made into a report for
decision-makers with suggestions to improve or expedite implementation.
Shortcomings in implementation are noted in each report. Figure 7 is a
flowchart depicting the process of implementation evaluation.

COLLECTION
OF DATA IT S CONTINUE
START STATU PROTOTYPE
REPORT
TRAINING
DIRECT ¥
OBSERVATION

FIGURE 7. FLOWCHART OF IMPLEMENTATION EVALUATION PHASE.
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Formative Evaluation. When the program is determined to be
operational, intact, and sufficiently stable, formative and summgtiVe
evaluations begin. Formative evaluaticn is z2n ongeing process that insuves
that the program remains on target. It is the process of continually
cellectring datz and statistics related to training criteria, i.e., how weix
students are doing in training. This is a monitoring process to gzuge the
operational stzbility of the program and the quality of students coming into
the program. It is alsc a method for menitoring compliance with Equal
Employment Opportunity Commission (EEOC) guidelines.

The data base for formative evaluation should be extensive. It should
contain information for each iadividual on the current EEOC and Cffice of
Personnel Management (QPM) minority status code, all pertinent attitude
information such as expectation and the set/information given to them prior
to coming to the Academy, individual and composite scores for selection
tests, other information used for points in selection such zs education,
experience, and veteran’s preference, pass/fail information, and 21l
training scores for academic and lzb phases. Item responses for all tests
during the training phase should alsoc be maintained.

On a periodic basis, statistics and reports should be summarized for
research purposes and for transmittal to decision-makers. Statistics should
include sample size, means, standard deviations, intercorrelations,
pass/fail rates, relizbhilities on tests and 1lsbs, tests for parsllelism on
different forms of the same measurc, and item parameters, i{.e., item
difficulty, item discrimination, and the volidstion of parallel laboratory
problems and new items for parazllel tests. These statistics sheuld be
maintained on record in both computer backup files and hard copy. Further,
the statistics should be calculated by input and be cumulative up to and
including the most recent input. Administration formative evaluation
reports should include sample size, means, znd intercorrelaticas on all
relevaut measures, and pass/fail rates stratified by minority status, sex,
prior experience, predevelopmental/noncompetitive entry, veteran's
preference, educational level, option, and region. Appendix A contains
sample reports for formative evaluation.

¥hen, based on the formative summary data, there zppears to be a
preblem in how the training program is running, the evaluator has the
resonsibility to aler: the appropriate administrative personnel and prepare
a concise repert identifying the problem areas. Isolating the exact area of
concern mezy require some mathematical modeling. The attitude information,
where appropriate, should be employed as a2 covariate in the modeling.
Modeling will be discussed in detail later.

Summative evaluation. Summative evzluation is 2 continual assessment
of the quality of the products of the program. While formative evaluation
is sunmarized om 2u input-by-input basis and serves as an immediate feedback

loop for omgoing program revisions if needed, summative evaluation gcecurs on
a larger scale across a longer time span (e.g., on 2 yearly basis).

Formative evzluation is concerned with intermal program accuracy and
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stability, propram reliability, and content and/er concurrent demonstrations
of validity.(For example, are the measures relizble? Are the objectives
well matched with curricula content? Do the pass/faii rates remzin

stable?) Summative evaluation, however, is a check on the quality of the
Cutput from the stabilized program. The summative evaluation is a test of
predictive or criterion validity. It is a measurec of the on-the~job success
of those who pass the Academy training, and the relaticonship of how well the
candidates performed in the Academy compared to how well they performed

on-the-job. The so-called validity coefficient is the measure of this
relationship. i

The summative data base shoulé consist ¢f several components. It is a
comprehensive tracking of the career progression of cvery successful Academy
candidate. Tt should contain data for every individual on types of
facilities where the person has been .mployed, measures of job performance
at each of these sites {(criterion measures), type of attrition and why,
whether a person changed options and why, whether z person was maintzined by
the agency in a non-2152 {ATCS) position, and as much attitude and
demographic information as possible {(e.g., divorce, aspects of the job the
person likes or dislikes, etc.).

Statistics and reports shouid be summerized from the summative data
base on a regular schedule for research and as information for
decision-making. Statistics should include sample sizes, means, standard
deviations, intercorrelations, validity coefficients, attritior rates, and

Administrative
Summary
Reporis
—
Change
Data . Required
Collection .
Statistical
v Research ¥
Files and
Reports
¥
ch Select
gnge Mode! the
Appropriate e Change
2 Change Strotegy

N T

FIGURE 8. FLOWCHART OF THE GENERAL PROCESS FOR BOTE FCRMATIVE
AXD SUMMATIVE EVALUATION.
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mathematical modeling, using the attitude information as a covariate.
Administrative summative reports siould include sample size, means,
intercorrelations, and validity coefficients on zll relevant data, and
attrition data should be stratified by minoriry status, sex, prior
experience, predevelopmental/non~competitive entry, veteran s preference,
educational level, reasons for attrition, 2152/non-2152 attrition, option,
and region.

If the summative data base demonstrates a problem in the progrem, =z
need for a major program revision may be indicated. The data should be
reviewed very carefully, employing mathematical modeling to isolate the
source of the problem. As in the formative evaluation, the decision-makers
should be alerted to the problem but, in azddition, in the case of the
summative data, policymakers and Academy officials should be zlerted. HMajor
program revisions require careful plznning and more detailed attention than
revisions based on formative data. Appendix B contzins an examplie of the
summative reports. Figure 8 flowcharts the generzl process for both
formative and summative evziuation.

The interaction and dynamic pature of the program evaluation
components. Figure 9 contzins 2 summary of the four components of the ATCS
program evaluation model. The descriptions in Figure ¢ imply an interaction
between the formative and summative evaluztions. The formative evaluation
is designed, through constant analyses and feedback mechanisms. to serve as
a guidance system i Xeeping the program on track toward meeting the stated
curricular objectives. It serves to stabilize the methods emplioyved in
teaching and training the curricular objectives. The summative evaluatien
is designed te inform policymzkers as to wvhether the methods employed in
neeting the curricular objectives and/or vhether tezching to these s .ated
objectives acruzlly produces a successful ATCS. If the trzining methods are
not stable or the curricular training objectives are not met, znd/or these
shortecemings are not detected and corrected within z very short time period
by the formative evaluation, it is impossible for the summzstive cvaluation
to determine whether the present training methods being employed and/or the
present curricular objectives are producing the product being viewed. The

interaction between formative and summetive evaluation is depicted in Figure
10.

This interaction between summative andéd formative evaluation has several
implications: (i) It implies that a progrzm should be very carefully
designed and implemented imitially. As previcusly mentioned, this means
performing thorough task, knowledge and skills analyses and a careful
matching between the job samples taken from the analyses and the curricular
objectives, assessment techniques, and training methods. ({ii)} The
interaction alsc implies that the summative evaluation zssesses how
successfully the formative evaluation ix working. An unstable progranm
produces confusing and inconsistent summative data. (iii) The last
implication relates to program changes: When can program revisions be made;
how large a2 change can be made based on formative and summative data; and
what type of evaluaticn {s required given that 2z charge is made.
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SUMMATIVE EVALUATION KEEPS PROGRAM ON
TRACK TOWARD MEETING PROGRAM OBJECTIVES.

FORMATIVE EVALUATION KEEPS PROGRAM
ON TRACK TOWARD ACCOMPLISHING

CURRICUL A& OBJECTIVES.

CURRICULA

PROGRAM
OBLICTIVES -2: CHJECTIVES

PROGRAM TRACYK

FIGURE 1C. INTERACTION BETWEEN FORMATIVE AND SUMMATIVE EVALUATION.

Program changes can be classified as (i) program adjustments, (ii}
changing a program component, (i3i) adding or subtracting 2 program
component, and (iv) a pajor program restructuring.

Program adjustments sre changes that affect 2 common element 3Cross
several program components. Theoy are small or medium changes. Large
program adjustments wouid fall under tae catcgory of majcr restructuring.
Program adjustments usually tske the form of changes in prescntation of
lesson material, smell curriculs ~djusiments, modifications in the typrs of
assessment devices, or changing ths item formac in teste. Geuncrally, the
formative uvaluation process can offer sufficient informetion to evaluate
such a change. In 2 small number of cases a medium program asdjustment may
require summative dara to evaluate the change.

Changing a program componsnt can very from 2 small to a large change.
Small changes would include chaaging items in a component test, reordering
the sequence of test items, or miner modifications in a program component
curriculum. Small program componcnt changes can be sufficiently cvaiuated
by the formative evaluation data. WMedium component changes would include
changing the scquonce of the component in the program or 2 medium curriculum
change in the component. Medium changes require formative evaluation data
and usually also require summative evaluation deta. A large change is a
major revamping of the component and requires design, implementation,
formative, and summ.tive evaluation.

Adding or subtracting a program compensnt, ¢ven in 2 conservative
sense, represents 2 medium or (usually) a large change. In either case,
data required to evaluate the effect of adding or subtracting a comporent
incivde design, implementation, formative, andéd summative evaluation.

A major restructuring of the program essentially requires the same
process as a beginning program and involves design, implementation,
formative and summative evazluation. Evaluation of & major restructuring
should place more emphasis on the design and implementation evaluation than

0
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any of Fhe other types of change. Program changes and the required types of
evaluation are summsrized in Figure 11,

-

| AcTIVITY ! SMALL i MEDIIM ! LARGE :
| Progranm | Formative | Formative ! X/a i
i Adjustments | | Summative i }
{ Change a | Formative ! Formative } Design |
| Program | | Summative | Implementaticn |
| Component ! ! { Formative !
| f ] ! Summative !
| Add/Subtract | K/A | Design | Design i
| a Program i | Implementation | Implementation |
! Compoment ] | Formative | Formative i
i ] | Summative | Summative |
| Major ] K/a ] /A | Design i
[ Progranm ] H | Implementation |
| Restructuring | | | Formative !
} ! { { Summative f

FIGERE 1l. TYPE OF EVALUATION REQUIRED FOR PROGRAM CEANWGES.

The operation of the total model is dynamic znd interactive. Ezach
component is dependent on the correct accomplishment of the other
components. The dependency, while overlapping, is somewhat linear.
Accurate summative evaluvation depends on accurete formative evzluation,
accurate progrzam implementation, and accurate design. Accurate formative
evaluation depends on accurate implementation and design, and se forth back
to the task, knowledge ané skills anzlysis used in the design evaluation.
Figure 12 is 2z schematic path disgram of the interacticn and dependency
among the four components.

Design impiementation
-—-—-—-—.-—-—-’
Evailugtion f Evaluation
Formative Summgtive
——p
Evaiuation Evaluctiion

FIGURE 12. TEE INTERACTIVE CLOSED LOOP PRCCRAM EVALUATION STRUCTURE.
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ITI. Mathematicsi Mcdels in Formative amd Summative Evaiuation.

The linear model an¢ intervening variables. The mathematical models
used in formative and summative evaluation center om principles of linear
regression. The most common phenomenon of iaterest is how cach measure I
related to another, i.e., the regression of one measure on ancther. The
simple egquation for lipnezr regression is:

1
Y = a+ bx, (1)

vhere X = independent measures, a = the value where the regression line

1
intercepts the Y axis, b = the regression coefficient and ¥ = the predicted
dependent scores. Two sets of measures (X and ¥) can be plotted 25 in

Y

6 i
Vo .04+ 80X
St !
4 for X=3, Y=1L.O+{.90)3
i

3E % Y= 3.7
i) |
' s
0 I | ] ] i ] 3 x

i 2 3 %

r=.380

FIGIRE 13. PLOT OF TWO SETS COF MEASURES.

Figure 13. As vi.wed in the plot, the regression line intercepts the Y axis
at 1 and the siope of the regression lime = .%0. The slope indicates the
predicted chznge in Y for each unit change in X. {onseguentiy, it is easily
seen how linear regression offers a2 meesns to predict or estimate values of
one measure from values of znother measure. The cleoser the data points onm
the graph are to 2 straight line, the better the prediction. A good example
is plotting Academy scores (X) by a success measure on the job.

To explicate, suppose 2z resezrcher wers te take nmeasvres of the same
phenomena two times and then plot the two occasicns. Identiczl measurement
processes and conditions would yield a graph like Figure 14. The slope
woulé be 45 degrees, placing the intercept through the crigin at a = 0 and
the slope, the increment in ¥ for 2 wait chanpge in X, 2t b = 1.0. This
result, as noted above, iz contingent on two factors in the process being
identical: (i) perfectly accurate mezsures on both occasions, and (ii)

iz



identical relevant copditions. If either of these factors were altered, the
Tegression slope and/or intercept most probably would change.

4 Y=0 + [.0X

FICURE l4. PLOT OF TWO IDENTICAL MEASCRES.

The factors that would =2lter the regression line in the sbove exXaomple
are referred to as: {i) measurement error and {ii} intervemring varizbles.
Figure 15 illustrates the concept.

INTERVENING
l VARIABLES
MEASURE # | 1-—=p AND --pi MEASURE # 2
i MEASUREMENT
ERROR

FIGURE 15. TEE CONCEPT OF INTERVENIKG VARIARLES.

Veasurement error is vsuvally assumed to be symmetrically distributed sbout
the true value and consequently, when sumwed, equals zero and has no effect
on the azpalyses.

One of the major uses of the linear model in program evaluation is the
identification of intervening variables and determining their impzect on
dependent variables. ¥or example, what intervening vzriables affect the
reiationship between Academy scores and field success {the validiry
coefficient)? In experimental design the intervening variables are
generally viewed as independent variables and the measures affected as
dependent variables. Suppose one wanted to determime the impact of
motivation {independent varigble) on Academy success {dependent varizble).
Several methods are employed to identify intervening variables and their
impact on dependent measvres.
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¥ethods for identifving and determining the impact of intervening
variables. If one can identify intervening variables and their impact on
dependent measures, then a transformation equztion can be generared to map X
on to Y and the relationship between X and Y can be mathematically explained
and quantified. The methods employed to accomplish this depend on the
nazture of the varisbies involved and the assumptions one employs in the
model.

Assuming the linear model, the process can be explained as fcllows.
Suppose, for example, we have two measures of the same variszble, and a plot
of the measures appears as in Figure 16.

Y
Measure % 2

/ Measure ## |

Nl S

] ] i i

¢ 1 2 3 4 5
FIGURE 16. PLOT OX MFASURF #1, MNEASURE #2, AND REGRESSION LINES.

X

Further, suppose we suspect that an intervening variable Z was the
reason for that difference. It would then stand to logic that if the
measures (Y ) were adjusted to account for the influence of Z thean the

i
regression lines should be equal., Returning to tiae linear equation (1)

Y =a-+ bY, {1}

1
we ¢an sec that the estimated Y, (Y ), contzins some errer of estimation
unless zll the X aré Y points lie on a straight line. So,

1
Y - Y =%(E) . (2)
i i i

This is the error made in estimsting Y for the element i. We czn now state
an ecuvation for Y wesing the linezr model.
i

Y =2+ BX + 7(E) (3}
i i i




From equations (2) and (2) it is alsc easily seen that Y(E) is uncorrelated
with X since Y(E) is that component in Y which is unexplained by X.

The aim of the adjustment of the measures (Y ) is to remove the
i
influence (or the relationship) of Z on the measures (Y¥). Thus applying the

linear equation to estimate Y from Z,

1
Y = A + bz, (4)

we can produce

1
¥ -Y =Y(E) . (5}
i i i

Y{E) is now a ¥ value minus the influence of Z. If we plot the Y(E)
values separately for M#l and M#2 as in Figure 15, we have a picture of the
plot without the influence of Z. If the regression lines fcr MFI and M#2
are identical zfter removing the influence of Z, then Z can be used to
explain the difference in the regression lines for Ml and M2 2and Z can be
used to adjust Y to equate M#1l and M#2 regression lines. This procedure
obviousiy assumes parallel regression lines since it is the intercept that
is being adjusted. Consequently, the adjustment to Y can be stated in the
linear equation as,

Y(A) =Y - b(zZ -a) + Y(E) ., (6)
i i i i

where Y{2) = the adjusted Y for element i. Or, the estimated adjusted
Y is,

1
Y{(A) =Y - b(Z -a). {7
i i i

The method just explzined for removing the influence of Z is a
univariate process, checking one variable at a2 time. Often, intervening
variables that account for the differences in regression lines may be
correlated. Consequently, the effects they account for are not additive, as
seen in Figure i7.

Univariate analyses can help select variazbles in which their total
cffects (unique effect + shared effect} zre showni however, if two or more
intervening variables share, to a large degree, in their effect on the Y
regression lines under two =meparate conditions, Ml and Mf2, then all the
variables are not needed to explain the difference nor to adjust Y. One
must employ an analysis that wtilizes the unique contribution of wvariables
in producing the differences in M#l and Mf2 without the spurious addition of
overlzapping effects shared by one or more variables.
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{ INTERVENMG | | INTERVENING
VARIARLE

FIGURE 17. CVERLAP OF INTERVENING VARIABLES Z AND Z WITH Y
1 2
AND THEMSELVES.

Multiple regression. Multiple linear regression is a method of
analyzing the shared and unique contributions of more than one independent
variable X (i=l...k) to the variation of one independent measure, ¥

i
(Rerlinger, 1973). By variation we mean how the measures in Y a:- different
from each other. For example, if all Academy candidates were equally
successful on-the-job regardless of their Academy scores or selection test
scores, then the variance in the success measure is zero and we have no need
to analyze the measure.

The model for multiple regression is an extension of our previous
1
single variable regression of X on Y. For an estimated ¥, Y ,

1
¥ =a+bhb¥X +bBX + ...+ ¥, (8)
11 2 2 k k
and for Y,
Y=a+bX +bX 4+ vas +BD X 4 e. {9)
11 22 k k

The procedures in multiple regression ave an extension of the previous
dicussion on a2djusting Y for the influence of & third variable, Z, prior to
correlating X and Y. In multiple regression the variance in Y that can be
explaired by the first variable is partialed out. The remaining variance in
Y that can be explained by the second variasble without duplicating or
overlapping that expressed by the first variable is then partizled out.

This process continues until all the independent variables, X , have been
i
considered. The relationship of X and Y without duplication or overlap
i

i6



2
among X 1is termed the multiple R. The multiple R sguared, R , expresses
i

the proportion of variation ir Y explained by X . If all X were
i i
2
uncorrelated, not duplicative, then the multiple R would be the simple sum
of all the squared correlations, r (see Figure 13 to review "r"), of X and

i
Y.
2 2 2 2
R = r 4+ r 4+ ...+T (10)
y.12..-k yl yz yk
2 2
However, 1if the X are correlated, then R 1s the sum of 211 the r of X
i i
and Y with the duplication and overlap partialed out.
2 2 2 2
R =r 4r + e+ T . €11
y-lZ---k yl Y(Zoi) Y(k.?Z-.-k—i)
2
where r is read, the correlation of variable 2 and Y with the effects
y{(2.1)

of variable 1 partialed out.

Discrimirant analysis. Since the Academy programs are pass/fail, it is
a common question to ask which measures best discriminate between passing
students and failing students. As an example, suppose we had measures on
motivation, level of education, prior experience, and Academy scores and we
wanted to know which of these best discriminated between students who pass

o v oo tiian wnve . v—— I

FIGURE 18. PLOTTED DATA FOR THE TWO VARIABLES, TWO GROUP CASE.
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field training to full performance level (FPL) and those who fail. Then we

would perform a discriminant anzlysis. To explain this preocedure, we go to

the most simple case. Suppose we have the simple case of two suspected

intervening variables and two groups. 1If the data for the two proups were

expressed on a graph where the axes were the two predictor variables x and
!

x , the data could be shown as coordinates of the two variables.
2

Forming the weighted sum of the intervening variables would create a
new variable, Y.

1
Y =vx +vx, (12)
11 22

where v = the weights employed. This may be recognized as another linear
equation similar to those previously discussed under "multiple regression.”
The question is how to express the measure Y on our graph, or, more
accurately, how can 2 Y axis be indicated in the way x and x are? The
1 2
answer is, the desired axis can be demonstrated by locating the coordinates
represented by the two weights, v and v , and drawing 2 line from this
1 2
point to the origin of the x and x axis (see Figure 19). The data
1 2

coordinates can now be projected onto the new Y axis as separ te
distributions for each group.

The following is a representation of the scheme described above for
four different weighted sums of x and x .

1 2

Y!= .8x* - .6x2 -
Y2= .STxI- .24)&2 i
Y3* .98x, - .!8X2 L
Y4= .?lx‘ - .7lx2

FIGURE 19. PROJECTIONS OF TWO GROUPS ON FOUR AXES REPRESENTINC
LINEAR COMBINATIONS OF TEE ORIGINAL VARIABLES.
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It can be noted from the representatiorn that the projected
distributions on the Y axes are separat<d differently. Some of the
projected distributions overlap mnre than others. The problem, then, is to
define the Y axis in such a manner that the projected distributions overlap

the least. Obviously, in order to do that, a means to measure the overlap
must be determined.

Cne means to define the overlap might be to subtract the means of

Y and ¥ and divide that difference by the standard deviation of one
1 2

of the groups.

e SE))

However, this would express the difference only in terms of one of the
standard deviations.

A more equitable way to do this is to pool the within groups standard
deviation. This is accomplished in the following manmer.

2 2
{n -1)8S - (n -1)8
1 vl 2 y2
s = , (14)
y(w) n +n -2
N\ 1 2
where S is the pooled within groups standard deviation, n is the
y{w)
2
group sample size, and § is the variance for each group.
b4

Now, a more stable and eguitable measure of overlap can be expressed

_ _ 2
x -y

f = . {153

v{w)
where £ is the measure of cverlap in the two distributions.
To extend this measure to more than twe groups,

ig




S S — . (18}
k 2
s
y(w)
where
kR _ _ 2
E (Y -Yu)
- g=l &
VAR(Y) = . (17)
k-1
with
Y +Y 4 ... +Y
1 2 k
Y. = . (18)
k
and
k 2
£E {n-1)8
2 g=l g y(g)
5 = s (19}
y{w) N=k

this being the withir groups mean square, ¥S .
(w)

In order to take unequzl n into accoumt in the numerator above,

k _ _ 2
E n(Y <Y.)
g= g (&)
MS - . (207
B k-1
where
En-Y-
- g {g)
Yo = —moome > (223

and Y. is the grand mean of Y in the total sample inm all k groups.
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Collecting things together, we have,

M8
2 (b)
S . (22)
k MS
{(w)
with MS = mean squares between and MS = mean squares within.
(» (w)

This fermula is generally expressed as,

ss  /{(k-1) 15
2 ) (b) N~k
£ = - = - X
k 8S  [(N-k) SS k-1
{w) ()

» (23)

and, since the mulripliers (N-k}/(k-l), are constant for any given problem,
they can be omitted, yielding

S8
(b)
h = —em—e—— . (24}
S8
)
wherec 8§ = sum o0f squares between and S5 = sult 0f squares within.
(b) {w)
k _ _ 2
g8 = E Y -Y.}, (253
() g1 g (@
and
k _ 2
(w) g=t ()
n
k g _ - 2
g=l i=1  (gli (g)
Y being the Y sceore of the ith individual in the gth group. The
()i

quantity h is termed the criterion.
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The problem, then, in performing this analysis is to express the
criterion, h, 2as 2 function of the weights v , v , ..., v , and to
1 2 P
determine by differential calculus the set of weights which maximize h. The
weights then express the relative contribution of each intervening variable
in explaining the differences in the two groups.

Summary of matheraticsl models. Basically three examples of linear
models were described, as well as the general notion of linear regression.
The three cxamples are by no means inclusive of all iinear models; however,
the ones presented are the most frequently used in the ATCS program
evaluation model. Linear regression models are particularly wvseful in
program evaluation since the major function of any screening progrom is o
best predict on~the-job success apd to determine the most efficient subset
of measures that can be used to do that. Linear regression is slso very
useful for estimating the impact of various proposed changes to the program.
Withovt mathematical models, program evaluation wculd be extremely difficult
at bect.

IV. Surmary.

The Systems Analysis Research tnit at CAMI has developed a gencric
model for Academy training program evaluation. The model will serve zs a
basis for integrating the total data base into a common format across zll
training programs. The model consists of four components; (i} designa, (ii)
implementation, {iii) formative, and (iv) summative evzluaticn. Design
evaluation is an assessment of the comprehensive implementation plam;
implementation svaluation is a determination that the plan is completely and
accurately implemented according to prescription; formative evaluvation is a
continual monitoring of the program to keep the process reliable, stabile,
and on track; and summative evaiuation monitors the product of the training
program. The design evaluation relies on the task, knowledze, and skills
analysis and on the documents in the implementation plan. The
implementation evaluation makes use of data from frequent status studies.
Formative and summative evzluations make use of statistics and mathematicel
modeling, primarily linear regression models, to moniter the process and
products of the programs and to estimate and determine the impact of changes
made to the progrzms.
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PERFORMANCE BY REGION FOR 1980 ENROUTE INPUT 12 STARTING 10-FEB-81

REGION N
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NORTHUEST 0
PACIFIC-ASIA H
ROCKY KOUTAIN 4
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RLOCK TEST 1
BLOCK TEST 2
RAPAR CPT

PROE 1 TECHNICAL ASSESSHT
PROE 1 INSTRUCTOR ASSESMT
FROB 1 LAR SLPRE

PROR 2 TA
PROB 2 14
PROB 2 LS

FROB 3 TA
PROB 3 IA
PROB 3 LS

PROB 4 TA
PROB 4 IA
PROR 4 LS

PROR 35 TA
PROB 5 14
PROB 5 L5

AVERAGE TA
AVERABE 14
LAB AVERAGE (ALE §)
RADAR CST

LAR AVERAGE (BEST 4)
LAB COMPOSITE SCORE

CAHIs SYSTIMNS ARALYSIS RESEARCH UNIT

7-Jin-81

_______________
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-3 3~ IO ND -G S0 O R~ - R - - B - R I ]

REPORT HUMBER S0RXE12
HEANS BY CLASS FOR {$80 ENRCUTE TINFUT 12 STARTING 10-FEB-81

B R et Bt B N e B R I N e R R L VL]

5452
6.09
5071

13.64
15.93
13.92

16413
17,90
14,18

12,7
10,67
1.5

15.87
11.57
12,94

21,19
18,71
20,77
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619
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"
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63,40
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58.00

56,20
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84,40
66,80
70.40
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3.58
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6,23

24,02
24,83
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23.40
1%.42
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2.0

19,66
20,07
19.37

7,13
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B108
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-
E
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MERH
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83.13
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74.18

81.25
Qe
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H]
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D45
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1,1
697
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11.64
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14,49
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3.47

L5
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6%.00
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e
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CAHT» SYSTEMS ANALYSIS RESEARCH UMIT
REPORT NUNBER BOREE12

RADAR LAR STATUS BY ENTRY TYPE AMD RY HINDRITY CATEGORY FOR 1980 EMROUTE INPUT 12 STARTING 10-FEB-81

B
NOKEN

HINORITIES
NDHNINORITIES

MEN MIN
MEN NONNIN

BOMEN NIN
WOKEN NOMHIN

TATAL

HEN
NOMEN

MIMORITIES
NONKINORITIES

MEN HIN
HEN NONMIN

WOKEH HIN
WOHEN NOMNIN

ToTAL

smannemmmm—m—meemens PAGE -
2 = # PASSED / # ENTERED
ML COMPETIVIVE  PREDEV CEP
T R T T S T
2, 77,78 20, 30,00 1, 100,00 0. 0,00
ol 0!06 ol 0'00 + on ol o.w
2, 86,67 1, 100,00 1, 100,00 0, 0,00
19. 73.08 19, 73,08 0. 0.00 0, 0.00
2, 86,67 1, 100,00 1, 100,00 0. 0,00
19, 7947 18, 7947 0 0.00 0, 0,00
0 0,00 0. 000 0. 000 0. 0,00
0 600 0. 0,00 0. 0.00 0, 0.00
A 7241 N0 7407 1. 10000 0, 0.00
--------------- WITHDRAW/ND SHON ==-==mecmmramecon
Z = & WD OR NS / & ENTERED
ML CONPETITIVE  PREDEV CEP
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0, 0.00 O 0,00 0. 0,00 0 0.0
00 000 O 000 0. 000 0. 0,00
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0 000 O 000 0 000 0 0,00

FAIL
% = § FAILED / $ ENTERED

ALt CONPETITIVE  PREDEV CeP
! 2 L 4 ' x L 4
& 2222 5 2000 ¢ 0,00 £, 100,00
2, 100,00 2, 100,00 0., 0,00 O, 0.00
f. 33,33 0. 000 0. 0,00 1, 100,00
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0. 000 0. 000 0, 0.00 0. 000
2, 100,00 2, 100,00 0. 600 0. 0.00
g 272.5% 7. H.% 6 0,00 1. 100,00
ALL ENTRIES
1 = § ENTERED / TOTAL # ENTERED
AL CONPETITIVE  PREDEV k1
$ 4 ) 4 ) |4 $ i
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20 &% 2. 741 e O T 2
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26, B%.56 26, 96,30 0. 0.00 0. Q.00
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24, B276 24, 88,89 0. 000 O, 0.00
0 000 0. 000 0. 0,00 0. 0,00
. 6% 2. N4t 0. 000 0. 0.00
29, 100.00 27, 100.00 1, 100,00 1. 100,00
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4 OF 5 SCORING IMPACT ON RADAR LAB FOR 1980 EMROUTE 1INFUT 12 STARTIAG 10-FER-81

PASS FAIL WiNS

50F 5 40F S SOF S AFS

¢ I t 2 t 2 8 X I
HEN 2 7.8 24 88,89 6 22,22 3 0 0.00
NONEN 0 0,00 2 100,00 210090 0 .00 0 0.00
HINORITIES 2 46,867  1100.00 1 33,33 0 0.00 0 0.00
NOKHIMORTTIES 19 73,08 23 B8.44 7 2%.592 3 11,54 g 0.00
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PREMEVELOPNENTAL 110000 1 106,00 ¢ 0,00 & 0.00 0 0.00
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ToTaL 21 72,41 2% B%.% B 27,5 3 10,4 0 0.00
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CANI» SYSTEHS ANALYSIS RESEARCH UMXT
9-JM-81 REPORT MUMBER SORGEL2

RADAR LAB GRADE RANGES BY SUBGROUPS FOR 1980 CHROUTE INPUY 12 STARTING 10-FEB-81

m TOTAL GRP HEN WONEN RINGRITY NOWATN KEN KIN  MER HONNIN  WOMEN MIN  GOMEN NONM
------ L I 4 $ 2 ¢ 1 t 2 s I L 2 1 $ 2 t 2 $ 2

90-100 0 0.00 0 0,00 ¢ 0.00 0 0.0 ¢ 00 ¢ 0.00 ¢ 0.00 0 o000 0 0.00
80-89 J 10.34 3 11 0 0.00 I 3.33 2 1.8 1 33.33 Z 83 ¢ 0.00 ¢ 0.0
75-7% ¢ 31,03 9 B3 ¢ 000 1 3.3 8 30.77 1 3333 8§ BB 0 0.00 0 000
70-74 ? 31.03 ? B3 o 000 0 000 ? 382 0 000 ? 250 0 000 0 0.00
§5-69 6 20,69 4 14,81 2 100,00 1 3.3 i 1A 1 335,33 § 12.% 0 0.00 2 10000
80-84 1 3.4 370 0 0.00 ¢ 0,00 ) B 0 0.0 1 41 ¢ 0.00 0 0.00
30-5¢ 1 3.4 1 370 0 0.00 0 .00 1 3.8 0 000 1 417 0 0.00 0 0.00
Lr 50 0 0.00 ¢ 0.00 0 0,00 0 000 0 o000 0 0.00 ¢ 0.00 4 000 ¢ 0.00
TOTALS 29 100,00 27 100,00 2 100,00 3 100,00 24 100,00 3 100,90 24 100.00 0 0.00 2 100,00
gmﬂé CONPETITIV FREDEV cep ATC EXP MO ATCEXP  VET PREF KD VET PAF COL PEGREE WG DEGREE
------ $ X { I 1 ¢ 2 i X L I ¢ L ¢ 3 2 ¢ X ¢ 1

#0-100 0 0,00 ¢ 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.0 6 0.0 ¢ 0.0
80-69 3 1.1 " 0L 9 0,00 3 20,00 4 0.00 I 1875 0 000 0 0.00 3 16,47
7519 8 29.43 1 100.00 0 0.00 v 0,33 3 23.08 & 350 3 B0 3 W0.0 3 2.8
70-74 ? 1.3 0 0.00 0 0,00 § 3.3 A 30.77 6 I 2 1687 2 2000 7 38.89
65-469 5 18,52 0 0.00 1 100,00 2 3.3 4 30.77 1 &5 3 4167 I .00 3 18,87
60-64 1 370 0 0.00 9 0.00 ¢ 0N I 7.49 e 000 1 833 t 10.00 6 0.00
50-99 I 370 0 000 0 000 0 0.00 1 7.49 0 0.00 i 8.1 I 10.00 ¢ 0.0
LT 50 ¢ 0.00 0 0.00 ¢ 0,00 o 0.00 ¢ 0.00 0 000 0 200 ¢ 0.00 ¢ 000
TOTALS 27 160.00 1 100,00 1 100.00 15 100,00 13 100.00 16 100,00 12 100.00 10 100.00 18 100.09



APPENDIX B

EXAMPLE OF A SUMMATIVE REPORT

EN ROUTE TRACKING STUDY

- ———

GROUP

SIZE  PERCENT
PASS ACADEMY 824 B8.0C%
FAIL ACADEMY &0 8.5%
KO SHOW COR WITHDRAV 22 343

TOTAL 536 1C0.02%

STILL ACTIVE IN 2152

{OF PASSES) €98 84.77
KOT ACTIVE 1IN 2152

(OF PASSES) 126 15.2%
TOTAL PASEES £24 10G.6%
TOTAL STILL ACTIVE 668 Th.6%
TOTAL NGT ACTIVE 238 25.4%
TOTAL DEVELOPMENTALS $36 iGh.ez

FOR THOSE STILL ACTIVE IXN 2152 OPTION

(N=608):
LAB PHASE COMPOSITE SCORE = 81.7
SUPERVISOR RATING SCORE = 5.1
CORRELATIOY OF LAB COMPOSITE WITH
SUPERVISCR RATING = .212
CORRECTED FOR RESTRICTION =  ,205
205, GOVERNMENRT PRINTING OFFICE: 1052  24%-806/741 1-3

29

TERMINAL TRACKINC STUDY

e . . e -——

GROUP SIZE
PASS ACADEMY &68
FAIL ACADEMY 85
NO SHOW OR WITHDRAW 19
TOTAL a72
STILL ACTIVE IR 2152

{OF PASSES) 789

KOT ACTIVE IN 2152
{OF PASSES) 79

TOTAL PASSES 86¢
TOTAL STILL ACTIVE 78%
TOTAL ROT ACTIVE 183
TOTAL DEVELGPMENTALS 872

2.0%
106.062

90.9%

9.1%
100.06%

81.2%
15.8%
106.0%

FOR THOSE STILL ACTIVE IN 2i52 OPTIORN

{(K=7£8Q):
LAB PHASE COMPOSITE SCCRE
SUPERVISCR RATING SCORE

CORRELATION OF LAB COMPOSITE

SEPERVISOR RATING
CCRRECTEDR FOR RESTRICTION

81.2
5.2



