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1.0 SUMMARY 

Chapter One 
Executive Summary 

Executive Summary 

This report details the second phase of the Office of Aviatim• Medicine (AAM) research program on 
Human Factors in Aviation Maintenance. This on-going research program enha'lces human performa.'!Ce 
in the aviation maintenance system !o ensure continuing flight sat.:ty and ::.perational efficiency. The 
research program, a~ reponeu: in the Phase I report (Shepherd, et a!., 199 i) was initially planned '.o have 
4 $leps, with feedtack mechanisms as shown in Figure Ll. Phase I focused on preliminary investigation 
and problem definition of human performance in airline maintenance envir='nments This Phase U report 
describes research that centers on the development of hardware and softwzre ~-~!<>types with potential to 
enhance human performance in aircraft mai:llenance. (In this report the at:thitics subsumed under 
"inspection" are considered to be part of "aircraft m&intenance"). 

The research reported here has been 
conducted by a multi-disciplinary team 
of scientists and engineers fron: 
industry and academia. The research 
team has worked in very close 
cooperation with the international 
aviation industry, mostly with US 
airlines and aviation manufacturers. 

This report inciudes seven chapters and 
can be considered as an edited volume 
in that each chapter is written to stand 
alone as the work of each research 
group. 

1.1 CONTI!Iil.TING RATIONALE 
Figure 1.1 

An Ongoing Research & 
Development Program 

Investigation/Pr-oblem Definition I: 
fPrototypasf!)emonstrati.;n;;} 

•mplementatio'l I Ev:!u!tion J 

l Industry Adoption of 

Hesearch Produc::ts 

Tbe Research Prograrn 

Shepherd et al. (1991) and Shepherd & Johnson (1991), offered an exiei1sive description of the rationale 
for the reseaich program. These reports described the complexi1y of the total aviation maintenance system 
and the role of the human within the systFm. Increased maintenance wcr!doad, caused in part by an 
increased level of air carrier operations. is one :cason to focus on imprcwing aviation maimc,1an.:t: 
technician (AMT) perf::>rrnance. The challenge of providing continuing air worthiness of the aging fled 
while dt:veioping knowledge and skills for maintaining new technology aircraft place; a burden on air!i!''! 
maintenance Oif :tizations. 

Phase l research investigated methods for enhancing human performance in aircr~ll mainten:lll<::e. The~.:: 

are ample reasons for continuing these investigation~. For t:xample. Opc.!rations will continut! to increase. 
Air!:nes will fly more hours with the san1e fleet sizes. Thus. th,;re will he less time for maintcnarrce and 
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greater stress on the fleet. Therefore. enhancing human performance in maimcn3nce continues to be an 
important priority. 

Resources are finite. Airlines, during 1991-92. have not heen proll!able. Sin<:e the Phase l report wa<; 
published, major air carriers such as Pan Am and regional carriers such as ~idway .Ai;lines haw gone 
out of business. Otl1er carriers have suffered record fina..'lcial losses and face uncertain fuwres. Airlines 
recognize the criticality of cost control in every aspect of their operaci;m. Howewr, cost control cannot 
jeopardize safety. This research prograrn recognizes that the enllancemem of human performance in 
main<enancL is critical to the safety and efficiency of alr carrier operations. 

l.Ll Integration of Human Factors Research Efforts 

Research to enllance human performance in aircraft maimenance can focus on s;;;veral dimensions, such 
as the human. the tools, the work place. work procedures, and manag~:m~n; piulosophil:s. The research 
must be useful to maintenance practitioners as wdl as to the human factors research community. This 
rcpon. therefore, has practical as wei! as scientillc value. 

1.2 ADVA!'I<CED TECH!'OOLOGY TRA l!'OJNG (Chapte•· Two) 

Advanced technology training combines artificial intdligenc.: technology with conwmion3.1 computer­
based training. The technology was described extensively in th<: Ph:!sc I repon (Shepherd, ct a!.. 1991) 
and elsewhere (Johnson & Nonon, 1991 and Johnson & Norton. in press). 

This chapter describes the continuing effon 
thal has co~•crted a Phase I training 
prototype to a fully operational advanced 
technology training system for the Boeing 
767-3('1.) environmental comrol system 
(ECS). The syst.:m is sirnulation-has~d in 
that it permits the user to access and 
operate all panels. controls. and built-in­
test cquipmcn: of !he ECS. Figure 1.2 
shows t!Jc human-computer interfac(: for 
the ECS. 

The ECS trainer is unique not only 
because of the simulation hut also hecau~c 
of the robust software used for mo<kEng 
student perf<>fmance and rro-·iding 
fcedhack, explanation, and remediation. Figure L2 
These modeling f;:aturcs an.: dcscrih~d in 
Chapter Two. 

In addition to providing ~imu!ation. t;'l~ ECS Tu!or p:,hith...;:-- or.~!in.: acl\.;:-.s tP th;: trainir.g manual forth;: 
ECS. 'Tht: software makes it easy for !h.: ... 1ud.cnt to us..: th;: manual durir:.g training. This rcs.:arch is 

preparing for devdopmcm of a.n lm::gral::d infnrmauon sy~!L:l1 w~ich c~n provkk not nr.Iy traiPjng hill 
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also real-time job aiding and maintenance dacumentation. Research rel:ll~d w th~ conc~pt of on-line 
documentation is also described in Ch;.;pt~r Four. 

The chapter also describes the proc~ss of formative evaluation that took place as the training systems 
underwent many iterations with software engineers and training professionals at Ddta Air Lines and at 
Clayton State College. A substantive training effectiveness evaluation will he conducted at Delta. 

Finally. as a~h·anced le<:hnology uaining systems b<:come more commonpl;~ce. it is Jik:cly lha! lhey can 
be used for A.\iT certification. Therefore. this chapter also repons nn the rese:rrch implications of lhe 
pending ch~nges to Federal Aviation Regulation (FAR) Pans 65 and 147. 

L3 ADVANCED TECHNOLOGY !\IAINTE!'i"A~CE JOB AIDS (Chapter Three) 

This chapter addresses existing approaches to job aiding in maimen:mce. the drawbacks to such 
approaches. the prospects for using .:merging technologies to develop maimenance job aiding systems. and 
the impa..-' of emerging technologies on human perfomtanc~. There were two major themes 10 me 
research: I) many previous attempts at building maintenance job aids consisted of trying to replae<! 
human expertise with machine expenise; and. 2) problems with such approaches have led to a 
reconsideration of the skills and abilities of human operators and ways to capitalize on them. 

Accordingly. the chapter calls for a ·coeperative system· approach to designing such systems; a 
cooperative system is one in which a human and a computer are actively involved in th·· problem solving 
process. The chapter presents a study which used tbjs approach in developing a job ald. Some of lhe 
results of the study lhat are relevant to designing maintenance job Clids and integrated inl(lmtation systems 
(Johnson & Nonon. 1992 a & b) are also presented. Finally. a research and development plan t<1r building 
a maintenance job aid for aircraft maintenance is discussed. 

1.3.1 Human Performance Implications of Artificial Intelligence Approaches 

The bulk of the job aiding systems encountered in a literature review used anilkiai intd!igence and ex pen 
systems techniques. While artificial intelligence techniques can provide a computer with powerful probkm 
solving abilities. job aiding systems which rely soldy on such techniques ofl~n meet with limilL'd 
operational success. One of the reasons for such limited success is that the computer is supposed to 
emb<.."'<ly the knowledge and abilities of a human ex;;en. wh<:n. in fact. such systems are nec~?ssarily 

incomplete. Because builders of expen systems cannot capture all of tile human expen·s knowledge a!lout 
a task. such sy :~ms ofit:n draw erron~ous conclusions. Th.:rd(lre. th<: operator must have <:nough 
expertise to reaiize that the compute~ is wrong: the problem is that the operator will n<ll d.:vdop such 
expertise unless hdshe is actively involved in lhe probkm solving pnx:ess. However. these problems do 
not exclude artificial inteiligencc techniques from use in operational jtlb :uds. Rather. the question is one 
of emphasis: instead of using anificial intdligence techniques as the foundation for a job aid. they should 
be used in conjunction with tlther methods of performance aiding (e.g .. representation aiding). 

13..2 Human Performance with a Cooperative Syskm 

A research study (Layton. 1992) which invt:stigah:d human pcrfnrma:-Icc with thn:e funns of :.1 cou~r.nive 

system provided some int~resting insights into how SUi • .'h systems affect human hcha\·ior _ This systc:m wa...:; 
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designed to assist commercial airline 
pilots and dispatchers in enroute tllght 
planning. (Figure 1.3 depicts a 
portion of the system displays and 
controls.) 111is research has provided 
some interesung insights into the ways 
in which job aiding tools affect human 
performance. 

1.3.3 Research and Development 
Plan 

A three-phase plan for developing an 
aviation safety inspector job aid using 
cooperative system techniques was 
developed. Initial interactions with the 
Right Standards Service suggest that 
the job aid will assist inspectors in Figure 1.3 
researching operator inbrmation and 

Enroute !light planning cooperative sys!em 

documenting inspection activities. The system will link inspection forms so that infofT!Iation that is 
entered into one form will automatically be entered into the other forms being used. The system will also 
provide me ability to search for information using on-line documentation. Such documentation may 
include the federal aviation regulations, advisory circulars, airworllliness directives, FAA policies, and 
operator-specific information. The system will have a cellular modem capability so that it can connect 
to the Hight Standards mainframe system and will likely use a CD ROM to store much of the on-line 
documentation. 

1.4 DIGITAL DOCUMENTATION (Chapter Four) 

Maintenance personnel are often overwhelrnec. with ~r.e amount of technical documentation necessary to 
accomplish a given task. The information .comes from a variety of sources including col!lpany and 
manufacturer's manuals, and government documents. like advisory circulars or regulations. Currently most 
mai!ltenance documentation exists as hard copy or nlicrofichc. The task of keeping these databases current 
is very time consunling and expensive. 

111is research task, called the Hypermedia Information System. (HIS) sliown in Figure 1.4, studies 
advanced technology software and hardware techniques for information storage and retrieval. The primary 
products of lllis research will be techniques for the development and use of large information sources on 
small portable computer systems. 

The term "hypermedia" refers to a combination of text, graphics. animation. audio. and video to convey 
information. Such information bases ...re designed to be accessed easily, usually in a non-linear fashion. 
This hypermedia research will make i! possible for a technician to access a manual for all media and 
information to complete a job. The researca fosters co-development of integrated information systems 
(Johnson & Norton 1992, a & b) that provide training. job-aiding, and on-line documentation. 
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A by-product of the rese:>.rch is the 
development of a hypermedia 
information system for all technical 
publications from the Aviation 
Medicine Human Factors in Aviation 
Maintenance research program. 
Ultimately this digital source of 
information will be published on a CD­
ROM (Compact Dlsc-Read Only 
Memory). 

The proceeding~ of one of the first six 
conferences on aviation maintenance 
human factors has already been 
prepared for distribution as a digital 
document. The seventh conference 
will be the first time t.'lat the meeting 
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proceedings ...-m be distributed in Figure 1.4 Hypermedia Information System 
digital format at the meeting. The 
software developed through this research eftort has facilitated the timely publication of such digital 
documentation. 

1.5 HUMAN RELIABILITY IN AIRCRAFT INSPECTION (Chapter Five) 

The research related to improving human reliability in aircraft inspection built upon the solid task analytic 
foundation derived under Phase I. The chapter describes two studies: one study related to the re-uesign 
of workcards for inspection and the other a study of the lighti11g environment for inspection. Both studies 
offer practical human factors guidelines applicable to these topics. The chapter also describes a plan to 
consider human-computer interface issues applicable to computer-based maintenance aids. 

This chapter also describes a series of laboratory experiments that evaluate the effects of time pressure 
on inspection and the improvement of training techniques for visual inspection. The chapter describes a 
study of the classification of human error in inspection. The classification is particularly valuable in its 
review of many scientific studies of human error. These studies fonn the basis for the team's development 
and presentation of system models of human error in inspection. These models provide the means to 
understand, predict, report and manage inspection errors. 

Inspection is information processing. The chapter reports research on the c'esign of information flow in 
the inspection environment. The research helps to determine what, when. and how to preser.t infonnation 
to the inspector. Experimental results are presented regarding optimal methods of information presentation 
in inspection tasks. 

Chapter Five also describes a joint study of inspection practices in the UK and USA. The comparative 
study observed that management structures of maintenance and inspection arc more closely intcnncshed 
in the UK than in the US. Other differences and rationales arc reported. 
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1.6 GUJDELI~'ES FOR HUMAN FACTORS IN MAINTENANCE (Chapter Six) 

Human Factors principles are often derived in laboratory studies of procedures. equipment. effects of time. 
temperature. lighting and other variables. Much of the information derived from th.:se studies is reported 
for scientists. psychologists. and engineers for academic applications. Ths task is reviewing the human 
factors literature from a wide variety of parallel and similar areas to aircraft maintenance. All of the 
rese3!'ch results from the Aviation Medicine Aircraft Maintenance Human Factors program will be 
combined with Jlis information base to produce a Hun.an Factors Guide for Aircran Maimenance. Ths 
guide promises to be useful to airline maintenance management system designers. FAA oversight 
personnel. and others as they strive to improve human performance in the maintenance system. Chapter 
Six offers an example chapter from the Human Factors Guide. 

1.7 CREW RESOURCE MANAGEMENT FOR MAINTENANCE: EVALUATION OF A 
TRAINING PROGRAM (Chapter Seven) 

Phase I (Shepherd. et al.. 1991) reported on management-worker communications in the anatwn 
maintenance environment. Phase !I research has shilied focus to the effects of cn:w n:source management 
(CRM) training in an airline maintenance environment. The research has concentrated on communicati()n 
among maintenance crews. The researcher participated in the evaluation of the dkctivem:ss of a 
particular airline's CRM training for maintenance personnel and in the post-training performance effects 
on maintenance managers and technicians. 

The CRM course acceptance has been very high. In fact maintenance crews have den1<1nstrated greater 
acceptance of the CRM principles than have !1ight crews. The research indicates that relevant attitudes 
about CRM improved imm~diate!y after training. Course attendees have reported that the CR~1 principles 
have caused them to be more actively involved in all maintenance decision making. 

The CRM evaluation research is valuahle in that it has created instruments and criteria to measure post­
training maintenance performance. These measures will he helpful to assess the training and cost 
effectiveness of such human performance enhancement courses. 

1.8 CONTINUED COMMUNICA TIO:-i 

The seven workshops that have been conducted to date under the Aviatil'n :\1edicine research program 
han: facilitated communication betwe-en researchers and industry. Tile ir.mJc'diarc application of sontc of 
the research activities described ahove will allow the industry to increase rdiahility and lower costs. The 
Office of Aviation Medicine (AAM) intends tn wntinue Sp<'nsnrship nf the w<nksh<'P' tllwughnut the 
duration of the research progranL 

The participation and cooperation of the airline industry has been instrumental tu the AA~l resc•arch 
program. Air carriers. manufacturers. and schtlols have hecn cxtrcmdy cooperative and hdpful. Thb 
cooperation is gratdully acknowledged. 
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Chapter Two 
Adva!lced Technology Training for Aviation Maintenance 

2.0 INTRODUCTION 

As technology advances, the job of the aircraft maintenance technician (AMT) becomes increasingly 
difficult. The AMT must deal with new technology (digital components, composite materials, etc.) as wei! 
as an aging aircraft fleet. Concurrently, the AMT work force dwindles (Shepherd, et a!., 1991). 
Therefore. maintenance training must respond to these challenges by increasing the effectiveness of the 
current work force. 1bis chapter outlines how the Office of Aviation Medicine (AAM) uses advanced 
technology training to address these issues. 

2.1 RESEARCH PHASES 

The advanced technology training research began in January of 1990. 1bis earlier phase of the work 
assessed the status of training technology for maintenance technicians. Based upou this assessment, the 
AAM built a prototype intelligent tutoring system (ITS) for the Environmental Co .. trol System (ECS) 
(Shepherd, eta!., 1991). See (Polson and Richardson, 1988) for more information on ITS. 

The current phase of the research expands this prototype to be an operational tutoring system for the ECS. 
In order to provide a measure of the effectiveness of the Tutor, this phase also designs an evaluation of 
the tutor. Finally, as advanced technology training systems become more commonplace, it is likely that 
they can be used for AMT certification. Therefore, this p!lase also reports on the research implications 
of the mechanic certification rules changes to Federal Aviation Regulation (FAR) Parts 65 and 147. 

It is important that the Tutor be an effective training tool. Despite formative evaluation of the Tutor 
throughout the second phase, a formal evaluation will be conducted during the third phase. 1bis will 
evaluate the Tutor for user acceptance, training effectiveness, and cost effectiveness. In addition, the third 
phase of the project will investigate the use of advanced technology training for psychomotor activities. 

2.2 ADVANCED TECHNOLOGY TRAINING TUTOR 

The Advanced Technology Training research developed an operational tutoring system for the ECS of the 
Boeing 767-300, as shown in Figure 2.1. Titis section describes the features of the Tutor, the design of 
the Tutor. and the lessons learned while developir:g the operational Tutor. 

2.2.1 Description of the ECS Tutor 

In the ECS Tutor, the student interacts with panels. controls, test equipment. manuals, ana displays. These 
graphics are meant to simulate the "look and feel" of the real ECS components. A simulation of the ECS 
responds to the student's actions by updating the appropriate data values on the Engine Indicating Crew 
Alerting System (EICAS) display and the Overhead Panel, as shown in Figure 2.2 and Figure 2.3, 
respectively. 

The system operates in two distinct modes: Normal Operation and Malfunction. During normal operation, 
the ECS simulation lets the student see the proper operation of the system. During ~malfunction. the ECS 
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Figure 2.2 EICAS Display 

will exhibit the sympwms associated with :he currenr 
malfunction. The student controls whether the 
system operates in normal mode or malfunction 
mode. 

Regardless of the mode. the student's interaction 
with the system is similar. In both modes. the 
student has access to all of the tools needed w 
operate the ECS. The student interacts with control 
panels. information displays. built-in test equipment. 
component information. etc. Howewr. malfunction 
mode is unique ir. several respects. 

Figure 2.3 

As a ;nalfunction begins. the student sees a description of the problem. with the accompanying fault code. 
After seeing rtle description. the student may order replacement pans to he delivered to the plane. If the 
students does not order a part that they need. when they go to replace the part they must wait for u'1c part 
to arrive. The Tutor simulates this wait by removing 15 minutes from the time !hat remains. 

During a malfunction. the student has access to the Fault Isolatinn :\!anuaJ (F!MJ. shown in Figure 2.4. 
The FJM is the fault tree that the AMT follows while troubleshooting. It outlines the tests and procedures 
that should bt> performed whik diagnosing a failure. Whik troublesht10ting from the FI~I. the s~~dem 
must perform the tests in the order prescribed by the FIM. 

Even though !he FIM is rhe recommended method of troubleshooting. the ECS Tu10r supports a more 
flexible way to troubleshoot. The Tutor provid~s a schematic of the cooling pack :c·qm which the student 
may troubleshoot. The student selects a component (in any order) from the schematic and then chaoscs 
whether to Inspect. Test. or Replace the component. 

10 
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In both the FIM and the cooling pack 
schemauc. the Tutor records the 
student's actions. At any time. the 
student may ask for advice on how to 
troubleshoot the current malfunction. 
The tutor compares the student's 
actions with the actions of an expert. 
The Tutor suggests the appropriate 
next step to the student. 

When the student replaces a faulty 
component. the Tutor updates the 
simulation to reflect proper operation. 
However. just as on the !light line. the 
student must verify that the 
replacement was effective. When the 
students are confident of success. they 
,·an have the Tutor check their Figure 2.4 
so~;;~on. 

2.2.2 Design of the ECS Tutor 

Fault Isolation Manual Display 

During the design of the ECS Tutor, several separate design issues were addressed. These issues include 
interface design, instructional design. and simulation design. This section also descrii1es the tools used 
to implement this design. 

2.2.2.1 Interface Design 

The design of the ECS Tutor ensures that the majority of relevant trouhkshooting information is only one 
mouse click away from the primary d1splay. shown in Figure 2.5. From this Overview display students 
may access the displays. controls. and components that they need to trouhleshoot a malfunction. 

Every troubleshooting screen in the Tutor adheres to a standard format. which consists of a grey border 
on the edge of the screen. The horder contains functions that ilfe useful l(>r all trouhleshooting screens. 
The left-hand border consists of three different areas- the Status area. the :-.-avtgation (or "Go To") ar.:a. 
and the Help Area. The hottom horder contains a ~essage Area. 

The top-most portion of the hordcr is the Status area. This area notifies the student of the current 
operating mode - "Normal" or "Malfunction". During a ~1alfunction, this area also indicates the amount 
of time that remains for troubleshooting. The center ponion of the hordcr is the :-.-avigatinn area. These 
three buttons allow the student to immediaHy go to om: of thn.:e commonly used screens- the Owrvkw 
Screen. the Fault Isolation Manual. or the Aircraft l.og Sheet. 

The lower portion of the horder is the Hdp area. This area assists the student in !"<Jur di!"krcnt ways: 
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• How to use the current screen 
• 
• 

Information about mechanical, electrical, pneumatic concepts 
How to navigate through the system 

• What to do next - advice during troubleshooting 

Finally, the border that runs along the 
bottom of the screen is the Message area. 
As the swdent moves the C!ll"sor across 
selec!able regions, the Message area shows 
additional information about that selectable 
region. For example, the Overview display 
contains a button labeled "Check 
Solution". When the cursor enters this 
button. the Message area will read "Info: 
Click this button when y0u think you have 
soh·ed the problem." 

2.2.2.2 Instructional Design 

The instructional design of the ECS Tutor 
was improved in two ways. First, a lesson 
orientation provides more context for each Figure 2.5 ECS Overview Display 
of the malfunctions. Also. the "over-the-
shoulder" advice helps students who are not making progress toward a solution. The following sections 
describe each in more detail. 

2.2.2.2.1 Lesson Orientation 

The instructional design for the ECS Tutor centers around the idea of a lesson. where a lesson is a logical 
collection of malfunctions. Since the Fault Isolation Manual (FIM) is driven by symptoms. the ECS Tutor 
assembles lessons according to the symptoms for each malfunction (e.g. PACK OFF/INOP lights) . As 
the Tutor presents each lesson. it provides the student with information similar to that shown in Figure 
2.6. 

The Background Information section describes the bases for the indicator lights. This section gives the 
common causes for the symptom. The Systems section gives a li~t of systems that relate to the indicator 
light. The user may choose one of these;: items to get more detai..:d information about a specific system. 
The Objects section ~rovides a list of components that may be useful in solving the current malfunction. 
The user may choose one of these items to get more information about that component. 

After completing a lesson, the Tutor reviews the student's performance from the previous lesson. If the 
Tutor detects any deficiencies. it will provide material that will help the student overcome the deficiencies. 
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2.2.2.2.2 Over-the-Shoulder 
Advice 

Another addition to the ECS Tutor 
makes the advice that the student 
receives "smarter". In the Prototyp<', 
the student received qdvice only on 
demand. In the Phi!Se Two Tutor. the 
system monitors the student's progress 
toward a solution and offers help to the 
student if the student does not appear 
to be making satisfactory progress. 
The student may choose to see this 
"over-the-shoulder" advice or ignore it. 

2.2.2.3 Simulation Design 

Advanced Technology Training for Aviation Maintenance 

The simulation provides realistic Figure 2.6 Lesson Overview S~reen 
respon~es to a student's actions. For 
exampl.-,, 1.:'1c ECS adjusts output temperature of the cooling pack when the student aiters the desired 
zone's tem:-:erature. The new data values appear on the Overhead Panel and the EICAS display. The way 
in which the simulation accomplishes this temperature change should be transparent to the student. 

In Phase One. the prototype "simulation" consisted of a table of data values for certain predefined 
conditions. The data shown to the student was updated according to this table. This approach was 
adequate for the prototype because of the limited scope of the prototype. However. due to the expanded 
number of potential malfunctions. the Phase Two operational tutor needed a more robust simulation of the 
ECS environment. 

Phase Two's simulation contains a model of individual components. The simulation acts upon each 
component's inputs to produce that component's outputs. This approach allows a malfunction to 
propagate through the system. For example. if a valve fails. it will affect its outputs (such as alr flow). 
The component that is downstream from the valve will receive unsatisfactory air flow and produce an 
erroneous output. The next component will receive this as its input. and the fault will continue to 
propagate. 

The simulation will act upon inputs to produce output~. whether those inputs arc good or had. This design 
allows for the same simulation to be used in both normal operation as well as during malfunctions. 

2.2.2.4 Development Tools 

The ECS Tumr uses a variety of software tools. The Tulor uses diffcrem tools to create the interface, the 
simulation. and the graphics, as describe-d below. 

The interface was developed using Asyrnctrix Too/book. Too/book supports quick and easy interface 
development in the Microsoft Windows environment. 



Chapter Two 

The Prototype simulatio!l also used Too/book. 
Tao/hook to the "C" programming language. 
Toolbo(lk. 

How~v~r. as the simulation matured. it ntigrated from 
"C" provided greater >pc<:d and more nexihility than 

The gnphics used in the operational tutor combine many different graphics creatio!l techniques. Some 
graphics were custom-designed using graphics packages. while others were scanned from existing training 
documentation. The Tutor also used photographs taken with a G;gital camera and stored as graphics fiks. 
As the training display hardware advances. digital photographs will hecnmc crisper and more realistic. 

2.2.3 Lessons Learned from the Development <Jf the Tutor 

As the Tutor progressed from the Prototype to the complete. operational system. formative evaluations 
highlighted several differellt areas L'Jat needed to be addressed: advice. irhtructiona! motivation. and 
student confidence with the interface. A description of each area follows. 

2.2.3.1 Advice 

When the Prototype gave adv;ce to the student. the advice told the stuc.knt what procedure to perti>mi 
next. II followed the FIM exactly. However. it did not provide enough motivation as to why !o pcrfnrm 
a cenmn procedure. The current tutor enhances the advice to help answer the question .. Why pcrli>rm this 
procedure instead of a different procedure .,.. With this extra information. the student karns the logic 
bcnind the FIM. instead of blindly following procedures. 

2.2.3.2 Instructional Motivation 

The Prototype emphasized trouhkshooting. but lackt.-d instructional f(>cus. During this phase. the Tutor 
adds more emphasis to instructional issues. As dcscr:ihed above in Section 2.2.2.2. each lesson contains 
background information. system information. component information. Much ('f this information w3S 

a,·ailable for the Pmtorype. but the srud<:m h~d 10 search f<>r it. Tiw Tuwr n<'w pr<:scms the inli>rmarion 
to the student in a more directed manner. This method reinforcl.!s to th~ student whkh pieces of 
information are importar:~ undt:r difkn~nt circumst:.mccs. 

2.2.33 Student Confidence with the Interface 

As students used the system. espe~ially for the tlN time. they were hesitant H> dick nn hunons with the 
mouse bt.--cause they w.:rcn 't sure what would happen. To allay some thdr indecision. the Tutor now 
contains the Mcssag~ area. Anytime u1e cursor ent::r~ a sd::ct:1hk r::gion. a shon dt.:"scriptiv.: messa&~ 
appears in the ~fcssagc an:a that dcscribt.:s ihc function of th~ \t..'kcta/11e r ... ·gion. As tra.ining <.k:·vdop.:-rs. 
we must be mindful tn provide as much rca.o;o..:urancc w th~ s~ud::nt as pnssih!c. 

2.3 EVALt:A TIO~ PLA~ 

If Advanced Technol.:Jgy TraiPJng b to hccomc- communpbce. it must he a...:\..·t:pi~G hy tht: :J~L'r pi1pulatiPn. 
Also. if it is acccptahk to ihc A~1T'~ it must ~bo prove t" h:: an dh:ctivc training tnol. TI1is s::c~ion 
outlines a plan to e\·aluat\! the ECS TutDr fo:- us.;:r ac .... ·::pt:.m;:~. co:-.1 cf!.cctivcnL·~s. tr:.:.imng dlcctivt.:ncs~. 
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2.3.1 User Acceptance Testing 

User acceptance testing will be conducted in the following different user populations: 

• 
• 
• 

Delta Air Lines instructors 
Delta Air Lines stud.:nts 
Cla}1on State College A.irframe & Powerplant (A&P) studt.mts 

This testing will use questionnaires and int.:rvicws to gather d~ta. The ECS Tutor will be modified as 
necessary to accommodate p~oblcms areas that the test identifies. 

2.3.2 Training Effectiveness Study 

The training effectiveness study will test the follc1w!ng hypou'lcsis: 

A combination of conventional. c!assro<'m teaching ar.d tht: ECS tutor is more effective than 
conventional. classroom teaching. 

This t'xpenment uses both a control group and an .:xpcnmcmal group (from the Delta Air Lines student 
population). Both gro~:ps will receive the normal 4 to 5 hour ECS classroom training segment. The 
control group will receive an addition21 classroom sessi(m on ECS troublcshooring. Tho? experimental 
group will receive the lesson on ECS troubleshooting via the ECS Tutor. A!kr the rrouhlcshooting 
sessior. each group will take an eYJt exam which w!ll measun: their ECS proficiency. The scores on the 
exit e;;.am will be used as the basis of comparison. Figure 2.7 surnmariJ:es the experiment. 

23.3 Cost Effectiveness Study 

A cost cffecti,·eness study will measure 
the effectiveness of the ECS Tutor 
along several dimensions. Among 
these are both deveiopmem costs and 
delivery costs. 

2.4 PART 147 & PART 65 
Rl:LE CHAl'OGES Al'OD 
H U ~1 A N FA C T 0 R S 
IMPLICATIO;I;S 

2.4.1 Part 147 Aviation 
Maintenance Schools 

Control Group 

Oas:siOom aassroom 
lecture ECS Trouble'Sho()ti'ig 

Experimental Group 

Oassroom ECS Trout>!eshvot:ng 
lect~re wiECS Tutor 

Figure 2.7 Evaluation Plan 

i Exi! i 

i Exi! i 
I Exarn I 
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J 

From 1989 through !99! there has been a ruk change in the making !l>r FAR Pan l--!7 - Aviation 
~1aintcnance Technician Schools. After extensive puhlic hearings. the ruk change' are compk:.:d and '~·ill 
be published in 1992. Th~ changes in t.'"le approved rurricuia w~rt: d~:~ign.:d to he mon: r~sponsiYc h' th~ 
need.;;; oftoday·s aviation industry. For .;;xainple. skill and knowkdgc rcquin:nwnts tor~;;..,-.. turhin~ cngin.:s 
have been increaseo while requ~r~ml!nts related to f:J.hric ("tw~rcd 2ir~ra1t have hl"cn ks~\!n~d. 
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A second significant change in FAA philosophy regards educaticnal media. The new rule penrJts the 
substitution of advanced technology training systems (like computer-based training. CBD for classroom 
and laboratory insu.--uction. Tnis change in the rule is likely to foster an explosion of CBT for aviation 
maintenance training. The FAA should monitor lhe qua!ity of such CBT io ensure that contelll and the 
delivery methods are appropriate:y applied. 

The changes to Part 147 are not significant in number. However. the recognition of tt.e potential tor 
computer-based training is a very positive step in helping the schools to train for modem aircraft system;;. 

2.4.2 Part 65 Certification: Airmen Other than Flight Crewmembers 

The public hearings and Aviation Rulemaking Advisory Commillees are currcmly working with the FAA 
to consider changes to Part 65. The changes that are being considered address such issues as experience 
requirements, training and proficiency requirements. and issues related to issuances of certillcatioil of 
personnel for repair facilities outside of the United States. 

2.43 Jobffa3k Analysis 

All who have been involvecl in Part 147 and Part 65 agree that !here is a dire need for a new Job/Task 
Analysis (JTA) for the Aviation Maintenance Occupation. Sacha JTA tas not been don<.: since 1969. 
The activity related to this rule change is prompting the appropriate funding for the AMT rr A. 

2.5 SUMMARY 

Tills rr.search shows that Advanced Technology Training can be applied 10 the Aviation !.1aintenance 
community. This particular system concentrated on the ECS because of the generic nature of the ECS 
system (i.e., ECS principles are similar from aircraft to aircraft). However. this same approach is 
<~.pplicable in all other aviation maintenance 2reas. UJ? to this point. the Adv::nced Tecimnlogy Tr'!ii>jng 
has concentrated on the mental aspects of training (logical troubleshooting). As this work continues. the 
research will attempt to combine L'le logical troubleshooting techniques with the psychomr.tor ~kills 
required to maintain the aircraft. 
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Chapt(Or Three 
Emerging Technologies for Maintenance Job Aids 

3.0 INTRODUCTION 

Maintenance is fast becoming one of the most fr.:quem application areas for joh aiding. Maintenance job 
aids range from 3Utomatic preventive maintenance schedukrs. to systems that monitor equipment status 
and recommend maintenance based on trends in equipment behavior. to systems that aid in fault diagnosis 
anJ repair. Application domains range from production equipment (e.g .. clutch assembly machines). to 
process equipment (e.g .. turbine generators). to high technology specialized equipment (e.g .. fighter 
aircraft). There is a range of methodologies Lmployed. as well. including algorithmic approaches for the 
preventive maintenance schedulers 10 expert systems fer fault diagnosis and repair. The technologies 
employed encompass a range from V.f\X mini computers to desktop microcomputers linkL-d to vid<:o disks. 
This chapter addresses extant approaches to job aiding in maintenance. the pro<pects ti.>r using emerging 
technologi~s for such systems. and the impact of emerging t~chnDlogks on human performance. 
particularly in aviation maintenance applications. This s~ction also calls for a new d~sign philosophy in 
building job aids. A study which used this philosophy and compar~'d three difkrent kvds of aiding on 
a iask is also discussed. Some of the results or the study and their applica~ility to ma.intenanc.: joh aids 
are presemed. 

This chapter is similar to a previous review of job aids (see Chapter 5 or Shepherd. et a! .. 1991). in that 
many of tbe systems encountered were concerned with technological developments, rather than 
performance achievements. Whereas titat previoas work identified some of the ditlicultics with 
introducing advanced technology job aids into an operational environment. this discussion addresses some 
of the fundamental problems with past approaches to job aids and presents a design philosophy which 
capitalizes on the skills and abilities of the operator in order to produce a wmhinL-d human-computer 
system that attains increased performance. 

3.1 SURVEY OF MAINTENANCE JOB AIDS 

A survey of academic. il"'dustrial. and popular literature revealed a wide variety of approaches to building 
maintenance job aids (see Appendix). These differing approaches include both hardware and 
methodological considerations, ranging from stand-alone. automatic scheduling systems to portable. 
interactive troubleshooting systems. The hardware aspects are addressed first. followed by a discussion 
of some of the different methods used. 

3.1.1 Hardware Employed 

The following systems exemplify different hardware approaches used for maintenance job aids. These 
systems are presented in order of increasing sophistication. 

Folley and Hritz ( 1987) describe an expert system that assists in troubleshooting clutch assembly machines 
on a production line. Fault lamps above the machine stations indicate which stations are malfunctioning. 
A technician takes a maintenance cart to the malfunctioning station. The cart carrit:s a two-hutton control 
and a monitor and the technician connects these ro a junction box at the stalion. This junction box links 
the monitor and control to a remote computer and video disk player. The technician uses the control to 
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move through a menu system to specify the faulty station. The computer then specifies the tests 10 be 
perfonned. along with graphic displays of the equipment, and tJ'Ie technician enters the results of the tef!S. 
In this way, the computer guides the technician through troubleshooting and repairing the malfunctioning 
equipment. 

A similar system developed by the Electric Power Research Institute (EPRl) also uses a video disk player 
for displaying maintenance information and procedures for gas-turbine power plants. This system uses 
a dual processor computer system. One prucessor manages an expert system. while another controls a 
video disk player. The EPRI system also uses voice recognition and synthesis for input and output, 
respectively. 

General Motors developed an expert system to assist in vibration analysis of production machinery (cf. 
"GM unveils 'Charley' ... "). Named after a retiring technician with many years of experience, 'Charley' 
was intended to help less experienced technicians locate parts that needed repair in production equipment 
with rotating components. Charley stores a signature file for each properly operating piece of equipment; 
technicians record the vibration signature of a problematic piece of equipment with a ~pecial data recorder 
and then connect the recorder to a Sun workstation. Charley compares the newly recorded signature with 
LIJ.e daiabase ar1d begins diagnosing the problem. Charley guides interactions, may ask the technician for 
additional infonnation, and explains its troubleshooting strategies. Charley can also be used as a 
consultant and allow a tecimician to explore 'what if questions. Fina1ly, Charley is also used to train new 
technicians. The emphasis of the system is on preventive maintenance. rather than repair of failf.'l:i 
equipment. 

McDonnell Douglas developed the 'Avionics Integrated Maintenance Expert System' (AlMES) for use 
on F/A-18 fighter aircraft (cf. "McDonnell Douglas flight tests ... "). AIMES is a self-contained on-board 
box which conrains a microprocessor and records flight avionics data on a cassette for later analysis. 
Production rules detect and isolate avionic failures at the electronic card level. AIMES generates queries 
and tests based on data and concludes whether a fault is present. If there is a fault, AIMES supplies the 
fault data, the card name, and the reasoning that led to the fault isolation conclllsion. 

The telecommunications industry is a large user of advanced technology maintenance aids. particularly 
in network switch and cable analysis (cf. "Expert system from AT&T ... "). The 'Automated Cable 
Expertise' system runs autontatically each night to detect trouble spots in cables. Upon identifying a 
problem, it reports the repair history of the area and suggests corrective action. 

3.1.2 Methods Employed 

The following systerr.s exemplify the range of methodologies employed in maintenance job aids. These 
systems are presented in order of increasing sophistication. 

Berthouex, Lai, and Darjatmoko ( 1989) discuss a system for determining daily operations for a wastewater 
treatment plant. This system is billed as an 'expert system', although it was developed using standard 
spreadsheet (Lotus 1-2-3) 2!ld database software (d-Base III). rather than one of tl-.e many production 
system shells. (Expert sys!ems have !Iistorically been written using production rules (if-then clauses) in 
one of many languages specifically designed for that purpose, for example 0PS5 or LISP. Popularization 
of the term 'expert system' has led to decreasing precision of use of it.) 
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'Process Diagnosis System' (PDS) was developed by the Westinghouse Research and Development Center 
and Carnegie Mellon University for maintenance of steam generators. PDS is a :ondition monitoring 
system for preventive maintenance in order to alleviate both breakdowa maintenance and unnecessary 
maintenance. The system is designed to detect deterioration early and predict the duration of safe 
operation. PDS also recommends specific preventive maintenance for regularly scheduled down times. 

Vanpelt and Ashe (1989) describe the 'Plant Radiological Status' (PRS) system for nuclear power plants. 
The PRS system presents a three dimensional model of the power station and equipment so that 
maintenance teams may plan maintenance tasks in advance. The PRS system facilitates access to and 
interpretation of radiological conditions by identifying hotspots and contaminated areas, as well as 
identifying obstructions and available workspace. The goals of the PRS system are to reduce maintenance 
time and radiation exposure. 

Several systems for supporting operations and maintenance were reviewed by Bretz (1990). One of the 
systems was developed by Chubu Electric Power Company and Mitsubishi Heavy Industries, Ltd. in Japan. 
11lis comprehensive expen system assists in power plant boiler failure analysis and maintenance planning. 
The failure diagnosis reports the most probable causes for failure, guidelines for inspection, the items to 
be investigated, repair methods. and suggested preventive maintenance. The maintenance planning 
subsystem automatically prepares daily repair schedules, a work estimation plan, and work specifications. 

The distinction is sometimes made between 'deep' and 'shallow' knowledge in expert systems. The 
knowledge typically represented in production systems is considen::d shallow knowledge because it 
contains only antecedent-consequent relationships without any information as to why one thing follows 
from the other. Deep knowledge, on the other hand, c~plllres the functional and causal relationships 
between lhe components of the object or system being model. Atwood, Brooks, and Radlinski ( 1986) call 
'causal models,' which use components timctions as the basis for their reasoning. the next generation of 
ellpert systems. Clancy (1987) describes a system for diagnosing switch mode power supplies which uses 
a model of the component level of the electronics for its diagnosis. Whereas one can test for signal 
presence at the module level of the electronics, the component level is concerned with the way in which 
a signal changes as it passes through the components. Finally. a system developed for Britain's Central 
Electricity Governing Board uses a model of the cause and effect relationships inherent in turbine 
generators for diagnosis and maintenance (see "Expert system probes ... "). 11lis expert system monitors 
and analyzes the vibration patterns of the cquipmem in its analysis. 

The most sophisticated system encountered in the survey is the 'Testing Operations Provisioning 
Administration System' (TOP AS) developed by AT&T. Clancy (1987) describes TOP AS as a real-time, 
distributed, multi-tasking expert system for switched circuit maintenance. TOPAS performs trouble 
analysis, localization. and referral of network troubles. Clancy claims that TOP AS "does network 
maintenance without human intervention or consultation" (p. 103). If this is true, then TOP AS is not 
really a job aid, because it performs the job ilself. 

3.2 THE USE OF ARTIFICIAL INTELLIGENCE IN JOB AIDS 

The methods and design philosophies used in building job performance aids vary with the designcr{s). 
While some of \he systems surveyw placed \he teclmician in charge of \he uoub\eshooting and 
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maintenance. the majority of the approaches relied on artificial intelligence. The following describes 
various artificial intelligence approaches and their impact on human perfonnancc. 

3.2.1 Expert Systems 

Expert systems typically have three components: a rule base. a knowledge base. and an inference engine. 
The rule base contains the problem solving strategies of an expert in the domain for which the system was 
developed. The rule base is made up of production rules (if-then clauses). The knowledge base contains 
the history and the current data of the object under consideration (this object may be anything from an 
aircraft engine to a medical patient). The inference engine is responsible for detennining what rules get 
activated and when the system has solved the problem or is at an impasse. Expert systems are typically 
written in a programming language specifically designed for such use. such as LISP or OPS5. 

Typically. the human expert is not the person who builds the expert system. rather hdshe interacts with 
a 'knowledge engineer' who is responsible for extracting the expert's expertise. One difllcully with expert 
systems has frequently been referred was the 'knowledge engineering bottleneck': it can be difficult to 
access and program the knowledge of the expert into the expert system. For instance. the expert may not 
even be aware of what he/she docs to solve a panicular problem. Funh•·rmore. it is impossible to 
guarantee that the rule base contains all of the knowledge of the expen. 

3.2.2 Knowledge-Based Systems 

Knowledge-based systems place less emplla~is on production rules as a way of representing knowledge. 
and more emphasis on using a large database of information. This database may consist of infonnation 
such as vibration patterns of equipment. as in Charley discussed above. or it may consist of typical 
hardware configurations. for instance. The point of knowledge-h:rsed systems is that they rely on a large 
body of readily-available infonnation for the bulk of their processing. 

3.2.3 Model-Based Systems 

Model-based systems arc an attempt to produce more robust problem solving systems by relying on 'deep' 
representations of a domain. The models depend on a description of the functionality and relationships 
of the components that make up the domain. Model-based systems arc concerned with not only how a 
component functions. hut why it functions that way. Developers of model-based systems be:ieve that 
these systems will be able to solve novel problems. whereas expert systems can only solve problems with 
which an expert is familiar. 

3.3 HUMAN PERFORMANCE IMPLICATIONS OF ARTIFICIAL INTELLlt.;ENCE 
APPROACHES 

The human perfonnancc impiications of using an artificial intelligence-based problem solver are many. 
All of these systems revolve around the 'machine expert' paradigm. in which the computer coDtrols all 
problem-solving activi!ics. One problem wilh the machine ex pen paradigm is that h.:cause computers do 
not have access to the 'world'. they must rely on a person to supply all relevant data ~bout the world. 
Thus. the machine expert directs tests to be run and requests the resul!s or those tests. Based on these 
data, the computer requests more information or reaches a conclusion. and that conclusion may he 
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erroneous. In the words of one cognitive engineering researcher, the human is reduced to a "data gatherer 
and solution filter" for the machine. 

One problem associated with this lack of environmental access is that the person may have knowledge that 
the computer dl)CS not. Since the computer dirt!cts the problem solving, it may never ask for information 
that may be critical to successfully solving the problem. Furthermore, there is usually no provision for 
the operator to volunteer such information. The person may even have different goals than the machine 
or may not know what the machine's goals are when it is attempting to solve a particular problem. 
Additional difficulties arise when the human operator accidentally enters the wrong data or when hclshc 
misinterprets a request from the computer. Suchman ( 1 987) discusses the problems of human machine 
communication at length. 

Probably the biggest problem associated with expert systems is tha! they are brinle. As mentioned above, 
expert systems can only solve problems that the human expert has seen or remembers to discuss with the 
knowledge engineer. People (either experts or expert system designers) simply cannot anticipate all of 
the environmental variability encountered in the world. This leads to the tragic irony of such systems: 
expert systems are most needed when a problem is dift1cult. and that is prt!ciscly when the expert systt!ms 
fail. The upshot is that the human operator is left to solve a difficult problem without the bcnel1t of 
having developed expertise through solving other problems, because those were handled by the expert 
system' 

All of these problems and more arose in a study by Roth, Bennett. and Woods (1987), in which the 
authors observed technicians using an expert system to troubleshoot an electro-mechanical device. One 
of the major findings of the study was that only those technicians who were actively involved in the 
problem solving process and performed activities beyond those requested by the expert system were able 
to complete the tasks. The technicians who passively performed only those activities n:quested by the 
expert system were unable to reach solutions on any but the most trivial tasks. 

The above should not be interpreted as a condemnation of all uses of artificial intelligence techniques. 
however. Indeed. artificial intelligence has greatly advanced our understanding of the capabilities. as well 
as the limitations. of computational tools. Prudent use of such techniques can greatly enhance the ability 
of a cognitive engineer to provide operators with powerful problem solving tools. 

3.4 EMERGING TECHNOLOGIES 

Continued advances in hardware and software technologies will further increase the cognitive engineer's 
design repertoire. Indeed, there are many emerging technologks that could be prolitably used in 
maintenance job aids. Advances in computer hardware. display hardware. and object modeiing all have 
great potential to improve job aiding capabilities. Each of these is discussed below. 

3.4.1 Advances in Computer Hardware 

As computer hardware has become smaller and more powerful, there has been a progression 10 smaller. 
more portable job aids. Whereas earlier job aids ran on minicomputers. then workstations and personal 
computers, newer job aids are being designed using laptops. There is no reason to hdkve that the laptop 
computer is the smallest. lightest computer that will he developed, however. Indeed, the NCR NotePad 
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has recently been introduced. This computer is pen-based; that is, all input is performed via a pen stylus, 
rather than through a keyboard or mouse. The NotePad is light enough that it can be easily held in one 
hand, which greatly facilitates taking it to the maintenance site. The NotePad is relatively quick, it has 
reasonably large storage capacity, and it has limited handwriting recognition abilities. 

An aviation industry working group is currently defining the standards for a 'Portable Maintenance Access 
Terminal' (PMAT) for use in commercial aviation. As currently conceived, the PMAT would connect to 
the 'Onboard Maintenance Systems' of current aircraft and would be used for troubleshootir,g. Because 
the emphasis is on portability, it is likely that something similar to the NotePad or a standard laptop 
computer will be specified. 

Another emerging hardware technology is the use of 'built-in test equipment' (BITE) in engineered 
systems. no doubt due in part to the widespread use of microprocessors. BITE likely does not eliminate 
the maintenance technician, however, because it may be difficul! to implement such equipment in 
mechanical systems or in very complex systems. Indeed. BITE may introduce additional problems for 
maintenance people because there is a lack of standardization on how BITE should operate; thus, there 
may be confusion when dealing with similar, but different, BITE. Further complications may arise due 
to issues of granularity in BITE; BITE may simply indicate that a piece of equipment is not functioning 
properly, without indicating the specific nature of the malfunction or without indicating which component 
must be repaired or replaced. Another issue is: What happens when the BITE malfunctions'! 

3-4.2 Advances in Display Hardware 

One of the surveyed systems used a personal computer to control a slide projector for displaying 
maintenance graphics. Several of the systems used a computer -controlled video disk for such displays. 
With the advent of digital cameras and compact disc-interactive (CD I) technology, systems with higher 
fidelity and portability can be achieved. Appropriately designed CD! systems could store many views of 
the obj~X-t(s) being serviced, as well as maintenance procedures and information. Indeed, what graphics 
were displayed would depend on the fault manifestations. Furthermore, well-designed CD! systems would 
allow the technician to troubleshoot by hypothesizing a failed component and watching how a simulation 
of the system performed. Similarly, the technician could replace a component in the simulation and see 
the results. In this manner, the technician could develop expertise more quickly than learning on-the-job 
(because the technician would have control over what aspects he was learning, rather than relying on 
wt,;1tever malfunction happened to occur). 

3.4.3 Advances :n Object Modeling 

An extension of the three-dimensional model discussed above is virtual reality. Virtual reality has 
received a lot of allention as a result of the Defense Advanced Research Project Agency's development 
of the 'Pilot's Associale Program' and consists of replacing an operawr·s view of the 'real world' wifll 
a simulated view of that world. Thus, real world objects arc replaced with simulations cf those objects. 
One possible use of virtual reality would be to allow the maintenance technician to 'stand' inside a device, 
such as an engine, and watch how it functions, both normally and with failed components. The technician 
could also see the effects of replacing components, similar to the CD! system above. but with the benefit 
of observ':Jg the effects more directly. As wi:h CD!, the technician need not replace the actual system 
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componems, but may replace components in the simulation of !hat system. The uses of virtual reality 
appear to be limited only by the jot> aid designer's imagination. 

3.5 HUMAN PERFORMANCE IMPLiCATIONS OF EMERGING TECHNOLOGIES 

While many past approaches to job performance aids sought to replace human expertise with machine 
expertise, there is a growing appreciation for tht: importance of human skill. The machine expert paradigm 
sought to overcome human information processing 'limitations' with a computer prosthesis. However, 
even computers are limited resource processors. A more enlightened approach is to view computers as 
tools to amplify human capabilities, not overcome limitations. In this sense, computers can be seen to be 
like other tools, such as telescopes or automobiles: they are instruments which provide additional 
resources for achieving our needs and desires. Woods and Roth (1988) discussed the above issues and 
addressed many more cognitive engineering issues inherent to developing systems that have powerful 
computational abilities. 

Technology is not a panacea; each new technology brings with it significant drawbacks, as well as 
benefits. The challenge to designers is to use emerging technologies to build cooperative systems, in 
which both the human and the computer are actively involved in the problem solving process. Humans 
can no longer be regarded as passive 'users' of technology, but as competent domain practitioners with 
knowledge and abilities which are difficult to replace. The following section discusses a study which 
addressed just such issues. 

3.6 A STUDY OF HUMAN PERFORMANCE WITH A COOPERATIVE SYSTEM 

A study which addressed some of the humz...'l performance issues discussed above was carried out as part 
of the author's graduate program (Layton, 1992). This study compared three different levels of computer 
support on the basis of their effects on human performance. Although the domain for which the systems 
were developed was enroute flight planning, the general principles behind the alternative designs can be 
applied to developing aviation maintenance aids, as well. The following is a discussion of enroute flight 
planning, the design concepts behind the three levels of computer support. the method employed for 
comparing the various systems, the general outcomes of the study. and the implications of those outcomes 
for developing aircraft maintenance job aids. 

3.6.1 Enroute Flight Planning 

Enroute flight planning consists of modifying the flight plan of an airborne aircraft in response to changes 
in the capabilities of the aircraft, to crew or passenger emergencies, to changes i:! ·weather conditions, 
and/or to problems at the destination airport. The study focused on flight plan adaptation in response to 
changes in weather conditions. From a pilot's perspective, the components important to enroute flight 
planning include the airplane, possible mghl routes, weather conditions, and airline company d!spatchers. 
The pilot is concerned with getting from a given origin to a given destination on time, with a minimum 
of fuel consumed, while maintaining flight safety. He/she must consider what routes to take (:hese routes 
consist of waypoints, or navigational points, ar.J jet routes, the so-called "highways in the sky"), what 
altitudes to fly, what weather to avoid, and the ever-changing capabilities of the aircraft (eg. the weight 
of the plane decreases with fuel consumption; the lighter the plane. the higher it can fly. within limits). 
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The initial flight plan is rarely followed exactly, due to unf0reseen events occurring while enroute. 
Indeed, minor changes i::J flight plans are frequently made and major changes are fairly common. These 
amendments to the original result from the dynamic. unpredictable nature of the 'world' in which the plans 
are carried out. Weather patterns do not always develop as predicted, resulting in unexpected areas of 
turbulence, less favorable winds, or storms that must be avoided. Air traffic congestion may delay take-off 
or restrict the plane to lower-than-planned altitudes. Airport or runway closures can cause major 
disruptions, not just for one aircraft, but for everyone planning on landing at that airport. Mechanical 
fallures, medical emergencies, or other critical problems may delay take-off or may force an airborne plane 
to divert to a nearby airport. 

Furthermore, there are several constraints on the flight plans that can be developed. Planes must malntain 
a certain separation distance between each other and between thunderstorm cells, as specified in the 
Federal Air Regulations. Planes must fly along the jet routes. They are also limited to certain altitudes. 
Over the continental United StaKs, for example, 33,000 feet is an 'eastbound only' altitude. There are 
also physical limitations: the plane can't fly if it is out of fuel and it can't land at an airport with runways 
that are too short. Some of these constraints are actually 'soft', in that they may be violated in some 
circumstances. If, for instance, there is no eastbound traffic. Air Traffic Control (ATC) may allow a plane 
to fly west at an 'eastbound only' altitude. SLu1arly, ATC may approve a vector that deviates from the 
jet routes !n order to avoid a storm or to save fuel. 

3.6.2 System Design Concepts 

It is clear that enroute flight planning is a complex activity. but it is not clear how humans deal with these 
complexities or how one might program a computer to choose the 'optir.1um' solution t'> any given 
problem. For instance, how does one make tradeoffs between fuel conservation, flight safety. and prompt 
arrival at the destination'! Because pilots make such tradeoffs on a routine basis. one goal of the study 
was to develop a system to support the pilots in making such decisions. There is a heavy emphasis. 
therefore, on allowing the pilots to explore "what if" types of questions so that they could gain feedback 
on the impact of a planning decision on flight parameters. 

The three ievels of computer support corresponded to successively greater r.:ght plannil!g power. 
Common to all three systems were: 1. a map display which consisted of the continental United States. 
the aircraft, and flight routes; 2. a representation of a flight Jog, which included the flight route and 
altitudes; and, 3. a display of flight parameters. These three items were displayed on two monitors. 
Figure 3.1 depicts the map displays and controls. and Figure 3.2 depicts the flight log display and 
controls and the flight parameter display. The pilot could elect to display Wt'athcr data. waypoints, and 
jet routes on the map display. The lowest level of enroute flight planning support provided the pilot with 
the ability to sketch proposed flight plans on the map, in accordance wlth the waypoint and jet route 
structure. The latter condition required a pilot to sketch routes one waypoint at a time. Once the pilot 
completed a proposed flight plan. in terms of geographic location, the computer responded with various 
flight parameters, such as time of arrival a11d fuel remaining at the destin:.tion. The computer also 
indicated whether the flight was predicted to encounter any turbulence and the severity of that turbulence. 
The computer also proposed the most fuel efficient vertical flight profile for the proposed route. This 
form of support encouraged the pilots to propose options and see their effects on flight parameters. ThJs 
form of support is referred to as the 'sketching only' system. 
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The next level of computer support incorporated the sketching form of interaction. but also included a 
method for placing constraints on a desired solution and allowing the computer to propose a solution 
which satisfied t.'lose constraints. For instance. the pilot could place limits on the maximum severity of 
turbulence and precipitation encountered, and could spe-~ify the desired destination. The computer would 
then perform a search of th~ data and 
solution spaces and propose a route 
that satisfied the pilot"s constraints 
while minimizing fuel consumption. 
This proposed route would include 
both the geographic route and the 
vertical profile. along with its 
associated flight parameters. This form 
of flight planning causes the pilot to 
plan at a more abstract level than the 
sketching form of interaction. because 
the pilot is able to think about the 
characteristics of a desired solutioP 
while the computer handles the lower 
level details of specific routings. 

c ... ~r­
o~r-

Using the sketching tool, l.t'le pilot was • CJ 
free to modify the route proposed by 11 k=:========~~~-~~~======;:==k~-====::JJJ the computer and note the impact of lb 
such changes on the flight parameters. Figure 3.1 Left Monitor Displays and Controls 
This second level of planning can be 
roughly construed to be a fonn of IF================"""~"""~§¥""""~~=="'§~=="'ii1 
consultation system because the 
computer can be asked for its advice on 
a problem; it is referred to as the 'route 
constraints and sketching' system. 

The highest level of support 
corresponds to an expert system that 
automatically solves a problem as soon 
as it is detected; upon loading the 
scenario information, the computer 
would propose a solution which 
minimized lhel consumption and 
satisfied the constraints of encountering 
no turbulence and no precipitation, as T~ .... - '·" =-•-· ·~ 

r .. ..tR......uu.,., :twb< ~~.eT.-.n; :~Z.Sb; p.,..nt•....un•nc· !" ... lRc». ... ,.,. 

weH as arr1v1ng at the planned lbT;;;-~·"'~·;;:·-~· ~·~~· ;;·-~~'~""~·,·;;·;;;~~~~,~~;:;:~T~··;;";;"·~-·~~===~~~==d!J 
destination. As in the previous level of F' 3 ., 
support, the computer would propose 

1gure ·­ Right Monitor Displays and Controls 

both the geographic route and altitude prcfile, along with the corresponding f1ight parameters. If desired, 
the pilot could also request a solution from the computer hased on ditTen:nt constraints. and he could 
sketch his own solutions. 
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3.6.3 Study Method 

Thirty male commercial airline pilots were randomly assigned to one of three treatment conditions, 
wherein each condition consisted of one of the three forms of computer support described above. There 
were ten subjects in each condition. Each pilot was trained for approximately one hour on his system 
prior to solving four enroute flight planning cases. Each case consisted of a planned flight that was 
disrupted because of a change in weather conditions. The task for the pilot was to decide what to do in 
each situation. All of the pilots solved the four cases in the same order. It took approximately an hour 
and a half to solve the four cases. 

3.6.4 Study Results 

Each of the four cases provided some interesting insights into the influences of computer tools on human 
behaviors. The overriding results of each of the four cases are discussed below. 

3.6.4.1 Case 1 Genera• :<esults 

In the first case, most vf the subjects in the 'route constraints and sketching' and the 'automatic route 
constraints, route constraints. and sketching' conditions chose to fly !he computer-suggested route (::s 
expected). However, the 'sketching only' subjects tended to choose routes that were more robust; that 
is, these subjects put more distance between the aircraft and the storm. These subjecls commented that 
they wo~ld like to have more distance from the storm than afforded by a more direct route (such as the 
one suggested by the computer in the other two treatment conditions). Furthermore. the 'sketching only' 
subjects were more apt to explore multiple routes and multiple types of routes. than were the subjects in 
the other two groups. These results suggest that the sketching form of interaction caused the subjects to 
consider the data more carefully than did the route constraints tool. One n:ason for this result is that the 
sketching tool gave the subjects the opportunity to consider the relationships of various route options and 
the weather at several points and to consider the robustness of those options given the uncertainties 
associated with weather. The constraints tool, on the other hand. did not encourage such behavior, and. 
indeed, the subjects using that tool may have been under the impression that the computer was considering 
the robusiness of routes. when in fact it was not. If th<! skctct>Jng too! encouraged more cardul 
exantination of the data than did the constraints too!. and this behavior persisted. one could imagine 
si!uations wherein the constraints tool could lead 10 bad decisions. 

3.6.4.2 Case 2 General Results 

While Case I provided evidence for the benefits of tools that make the operator !he soil: decision maker. 
Case 2 provided evidence to the contrary. In Case 2. !he 'sketching only' subjects had significant 
difficulty, as a group. in searching the relatively large data and solution spaces. Many of the routes 
explored by !hese subjects passed through strong turbulence. Ir.d<-'Cd. four of these t~n subjects chose 
deviations that exacted a high fud consumption cost. either because they could not 11nd a more efficient 
route aroundithrough the weather or because they did not examine wind data which would have indicated 
that their chosen route encountered strong head winds. By contrast. the subjects in the ·route constraint<; 
and sketching' and 'automatic route constraints. route constraints. and sketching· groups successfully used 
the computer 10 rapidly find a fuel efficient deviation !hal avoided all of the weather. hmhermore. nearly 
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all of the subjects who chose an inefficient deviation later stated mat mey pn:f.:rrcd me more efficient 
deviation suggested by the computer to me other groups. 

3.6.4.3 Case 3 General Results 

As noted in the discussion of Case 1, the 'sketching only' subjects chose rather difft:rent solutions than 
did the 'route constraints and sketching' and the 'automatic route constraints, etc.' subjects. Furthermore. 
it was hypothesized that the 'sketching only' subjects were more involved in the problem solving process 
than were the subjects in the other two groups. The third case was designed to address the issues related 
to what happens when the automatic tools suggest questionable solutions: Does the operator recognize 
that the solution may not be appropri<!!e? Assuming !he operator does r~:cognize that the solution is 
inappropriate, can he readily come up with a better solution? 

In Case 3, the computer suggested two different routes in the 'route constrain:s and sketching' and 
'automatic route constraints, etc.' conditions. depending upon the constraints placed on it. One deviation 
passed between two large thunderstorm cells of a volatile storm. which is a risky practice. at !Y'..st; this 
route was suggested on !he basis of no turbulence and no precipitation. The other route avoided the bulk 
of the weather, at the cost of slightly higher fuel consumption and a small amount of turbulence; this route 
was suggested on the basis of light chop (or greater) turbulence and light (or heavier) precipitation. The 
trend in this case was for the 'route constraints and sketching' and the 'automatic route constraints, route 
constraints, and sketching' subjects to choose the first route more frequently than the 'sketching only' 
subjects. If these subjects had not examined both routes. then it would suggest that these subjects were 
simply over-reli:mt on the computer. However. several of the subjects in the 'route constraints and 
sketching' and 'automatic route constraints. etc.' groups examined both routes before choosing the more 
risky route; thus. these subjects chose a risky route despite evidence that it may have been a poor choice 
and that a better option existed. These subjects nearly unanimously chan>;t:d their minds when later 
questioned about their decisions. 

With few exceptions. the 'sketching only' subjects planned very conservative deviations that completely 
avoided the weather. However. the 'sketching only' subjects had considerable difficulty in finding 
acceptable deviations. In fact, one subject chose a deviation that was predict.::d to cut into his required 
landing fuel reserves prior to arrival at the destination. Thus. even though the 'sketching only' subjects 
may have considered the data very carefully. the problem wa.~ sufticiently complex that they would have 
benefitted from some computer assistance. 

3.6.4.4 Case 4 General Results 

Case 4 provided some interesting results with n:gard to individual diffcr.::nces and with regard to the 
influence of computer recommendations. The 'sketching only' and 'route constraint~ and sketching' 
subjects were nearly evenly divided between a fuel efficient dc,iation and a robust deviation. When asked 
about his decision, one of the 'sketching only' subjects mad<! the comment that the decision depended on 
the person's role in flying the aircraft at the time: if the captain were flying that leg, he would go one 
way so that he could look at the storm. hut if the first officer were Hying that kg. he'd go the other way 
around so that he could se;: the storm. Obviously this is an extreme exampk. hut it underscores the role 
c.f individual differences in decision making. 
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Unlike the subjects in the other two group~:. the ·automatic route con~!flli.nts. nmte <.:lmstraims. a..'1d 
sketching' subjects. wen: more !ikdy ~o choose the compuler-suggeslt_~o. economical route. even wh::n they 

had explored hoth routes. Combined with the results of Case ~- this r~sult sugg,~sts that the computer 
exens a strong influence on decision miling when it recommends a solution at the unset of a problem. 

3.6.5 Study Conclusions 

The go::! of the research was not to detcr .. line which particular version of an enwute Hight planning to<.>l 
resulted in the nest human perfonnance. Rather. one gn~l was to see how tum:m t>ehaviors were 
influenced by the tools available. Subjects who had multiple tools available to them (the ·route constraints 
and sketching' subjects and the ·automatic route consrraints. route constraints. and sketching' suhjc-cts) 
were able to uso: them to dc>elop alternative plans. In fact. there were m~ny instances in which the 
solution recommended hy the computer did not meet the needs of the pilots. so the pilots de-.·doped their 
own plans through skc!ching_ Thus. not only is tht:rl.! a ne~d for tools U1:.1t allow thl.! opcr<1tor to go hl:"ynnd 
a computer's solution. hut there is a need to suppon individual dilkrences. as wdl. 

The subjects who had only the sketching tool avail~t>Je to them dosdy examined the available data. As 
a result. these subjects often pl:!nned robust deviations that would not need to he altered if th,·re were 
funher changes in the weather. Where these subjects ran inlll d;niculties. however. was in situations in 
which there were a lot of potential solutions and there was a large awoum of data. In such situations. 
these subjects had trouble finding appropriate solutions. lndec'd. some of these subjects made poor 
decisions because of !hese difficult.ies. The suhjecrs who had some form of computer :Jssistance wen~ ahle 
to more efficiently search these spaces. hut with some costs. 

The tool that automatically suggested a solution to the problem as soon as it was det<~ctcd did not 
encourage the subjects to closely examine the data. Whih: this fact did not cause problems in some cases. 
it clearly did lead to had decisions in others. t'unhermon:. the automatic tool's influence on decision 
making went beyond simple over-reliance to the point where it ,;,;ned allention from data which were 
important to making a good decision. 

3.6.6 Implications for Maintenance Job Aids 

The conclusions outlined above can he readily applied to devdoping maimen:mce joh aids. !"or instance. 
one of the conclusions is that there is a nL~d for tools th3t allow an n~rator to go h~yond a computer· s 
solution. As discussed ahow. panicularly with regard to Case 3. and as discussed hy Roth. Bennett. and 
Woods (1987) and Suchman (l9X7). operators frequently have knowledge or information which is not 
available to the computer. but which is critical to making a good decision. By giYing the authority and 
responsibility for decision m:lking to the operawr. :.nd hy providing a tool which sup[><ll1s the operators 
activities (rather than the other way around). the ''f·:rator is free to explore solt:tions that may not have 
been designed into a machine expert. 

Another conclusion reached by the above study was that the fom1 of tm>l th:ll required a person to make 
a series of decisions (the sketching too!) encouraged the OP':rator to think hard about the prohkm and to 
consider the available data at a deeper lcvd. than did the form of tool that encouraged the (>perator to 
n1akc a single ·yes· or 'no· dccish)n (the :1utoma1ic routt: constraints tool) In this n.::gard~ th.: conclusion 
suppons the notion that designers need to "keep the: person in the loop". 
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However. anoLf-ter conclusion or th~ ahovc study was that "kt:t:ping th.: per sun :r. ·tht: lt1\lp" did n1Ji pnn iJL" 
adt:quate suppon in sornc situations. Indc~d. in somt: of L~c ct...;cs (SU\.:h a:-. Cas~s ~ ~..: .~) ~lH11t..' pf th.: 
orx:rators were simply unahk to tind adcqu~llc solutions on thdr uwn. Thl'se op.:r:.itors (Ouk1 ha\·;: u:-:,:J 
some help from a computer in exploring solution possihilitit:s. In such situatipn...; this is r:rrdy a retlcction 
of human "limitations'. rather it is J.n indication of U1c difficulty of the prPhk·m. In maintL'nl!Jcc. for 
instance. diagnosing multiple. interacting faults is a dinicult prohkm. On~ sy'ltpt<'m may he ch3fact~ristK 
of several faults. o~ one fault may mask the presence of another. A t,,,,t whi,·h hdps t<1 f<>cu, the 
diagnostician's attention and eliminate false h:ads wDuld ht: v~ry b~r.dkial. 

Finally. it is important to rcali7t! that t.:ach ~rson tas a difkr~nt styk of d\..·cisilm m~.tk_m~: tv.~) pcopk wt'P 
contplctc.: thc.: san1c training t:oursc.: on a gin~n m~thod f~o.lr dcaiing witll a pn)hk~m m;J.: us-: sl!g~Hly Uiih~·r..:nt 
approaches. Such dirfc.:n:nccs arc likely to incn:a.<.;;: with cx~ricncc a...., each ~rson lr..·~n' m:..·thnds tiut 
C<.lnsistcntly wurk for hinu'hcr. Indt..~li. experts oftt:n usc s~vcral diffcrcnt appro:1chc~ lP suh·ing truly 
difficult prohkms flct·auSt.! each apprtl3Ch lla..-.; unique iimit:llinn!-> J.S \\dl a.'\ Uni1..!Ut.:' [i~._•ndi.ts. fpf in~L.L.'lL·~. 

knowledge of thcrmodynanlics m~y h~Ii' !~)...:alite a f:lulr Hl a hear ~.·,l"han~l·r. hur ~'"-hlwh:J~\..' of ,.:Ir~_·uirs 
may lead one to test the power supply tn th~ heat cxchmgcr. a_..; wdl. TI1us. l\ll)h need hl n.~ ncxiDk t\l 

support such individual diffcrenc~s. r:.llh~r than us~ a singk. h).._·kst~p :.trrru;.H.:h. :.l.' in th~ cas~ oi· ·,_~xpcn· 
systems. (Not~ rha.r although somt: CXfll."I1 sysr~ms do incorp . .1r~!~ the oh.s~..·rvai"l!;..· C!lmpnncnts df such 
methods. Ul~y do not allow the u~r~uor din:ct acc.:ss h) th\)S\: m::tholis. B ... ·cm:-.t_; th~ k.nowkdgt: anU 
(apahilitks of such systems are n~cessarily incnmpk·t.:. th~ syst..:ms ar;: "hrin!c· in th•: r:.h:\? pf ditfkult 
prohkms. as discussed at>ov.: in Section 3.4) 

3.7 RESE.~RCH A:SD DEYELOP:\1E:ST PL\:-; 

The ahovc discussion points to th.: chalkng:.: for cngnili\".: ~ngin~L·rs 10\lll\~J in Lkstgning m~in!~n;.1n..:l· 
joh aids: build syskT.S that capitalilt: on hot!1 hum:.1n str;:nglhs anJ cnmpuk'r str;..·n~ths so that t~-.:k 

pcrfonnanc~ is irnprnn.~. As outlin~d at-love. ht.:t:ause of rd~thdy rcl't:nt advan ... ·t:s in h~dwarc :.md 
software. it is J:X)Ssihk tn use sopPJsticated cumput:nion:..U te-chniyu~.·~ \q;. cuo~ralivl~ sysh .. ·m l\.,~lli""li~u~s! 
to dcvdop real time. computer-hast.~ jnb :tid..~ for a wide rang~ or t..:chni~.·:.1l tl~l\..."- Furthcrm\lr.:. ~ardwJ..r~ 
like the KCR NotePad will make it caskr for f>t:'-'Pk wi!h1.lut prt..'\ ious comput.:r traini!l~ ll} usc SU("h j\.lt"t 
aids. v.·c are working with the !--light Stand:rrds s~nic~ of the r:AA h' JeYdPp a l\•r1:1hk 1\.·rf,)rm:.ln\..·c 
Support System <PPSS) to :.;!d Avi~Hion S~il~~:y lmifk:<..'r\JfS in their d..1ily :.t..:Uvizi,__•_..;_ Tht..' !ni!l~.d f-. leu.-.: pf !hi.' 
dTot1 is on the tasks pcrfnrmed hy A.irwnnh.incss \maintenance) lnSf"':CtPf~. r~.H1:i>.'Ul:.rri: the R:.tmp 
Irt."ipt_:"Ctions task. Ins~("tors n..:.:d a'.:CL'SS to nun: of tht: same t::-rc~ uf inf~\rm:.!til~n L~:.lt m:.~.int.:n: .. m-... :e 
tet:hnicians use. Inspt:cti.xs must alstl docum~nt thdr :.1\ .. .'tivitics anJ the out...:nmcs ~.)f ~h~J..;'-· : .. il.:tivlties. \\'~ 

arc taking a thn:~ Ph~s~ approach to <kvd~.rpmg 3 PPSS: Pha....;c I. :.l.!r~JJy unt.kf\\~y. \\lil iLkmify a 
prospective ta.~k and p-.:rfom1 an in!i.lrm:.Hit)n ne~·ds :.malysis f(1r th:lt t~!sk.: during Fh:t'-'l' II w:: \\iH d~:-.ign 

and develop a prottltyp: PPSS forth~ task: anJ w~ will \.'!"\:'J.l:.: :..;. pb.!1 fur th~.· d.:\ l'lPf'!:: ... ·nt \)I lht..' rr,llPtyp· 
into a fully functionJ.l systt:m during: Phase IlL F;,il..'h ;_If 1!1;::-...: rh:.lSL"S i:-. l.k·s .. ·nP.:d !lh'f'-' run: r. .. ·l,)\\'. 

3. 7 .l Phase I: Problem Definition and Information '\eeds .-\nal~sis f,•r A' iation Safet\ l r.spectors 

Cio:.1i: Itkn:ify a rypiLaJ rask fnr \"'hh.:h a ~,..·ompuk"r-h.1.''--J joh :1iJ 1., :.m arr'r\)rrui\.· ~rrli,:;..r~i .. 1n J:-~J 

conduct appropri:.th: inform~tion nc~.·ds an:.Uysis 1<.1 Jdln·.; th~ \\;,)rk en\in.•r .. m-.:nt J.nJ inh)i"!~L..lth}n n....-~.·~.b !11r 

a viatiPn safety p:rsonnt..·L 
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We are working with the personnel of the Fort Lauderdale Flight Standards District Ofllce (FSDO) to 
help identify an appropriate task for computer-based job aiding. Such a task should be one which is 
typical for the personnel, but which may require some experience to attain proficiency. 11lis Phase of the 
research is an ongoing process continued throughout the life of the project. 

The task initially proposed to the Fort Lauderdale FSDO is one of an Ajrworthiness Inspector performing 
Ramp Inspections. Ramp Inspections are used to verify aircraft airworthiness just prior lO a planned flight. 
The inspectors walk around the aircraft. identifying problem areas and aocumenting those problems or. 
a Program Tracking and Reporting Subsystem (PTRS) '.·rm (if an aircraft meets safety standards, that 
information is noted on the same form). The PTRS form is used to document all activities in which 
inspectors are involved; such activities include accident/incident invesagation, airman certification. flight 
school certification. etc. Inspectors also use paper -based "job aids". which arc essential! y checklists. to 
assist them in their activities. Filling out forms and following chcck'ists arc the types of activities for 
which the NotePad was designed. Therdore. such tasks are amenable to transfer 1<1 pen-computer 
technology. Furthermore. the computer allows mult'ple forms to be linked together such that entries in 
one form are automatically propagated to all related forms; this approach would eliminate the duplicate 
entry of data which currently occurs. Finally, PTRS forms are currently recorded in paper format and 
given 10 data entry clerks who must interpret the inspector's handwriting and transfer the data lo the 
FSDO's local computer-based database (which feeds into the national PTRS database). The PTRS data 
collected on a PPSS will be in a format that can be directly transferred into a FSDO's local PTRS 
database. thus eliminating the intermediate manual data entry step. 

Inspectors must also have acceos to large amounts of information. ~uch as Federal Aviation Regulations. 
IIL~pector's Handbooks, Airworthiness Directives. Advisory Circulars. etc. Whereas inspectors must 
currently retain hard copies of such information or refer to the FAA's mainfr:Jme reposilllry. it can be.:ome 
cumbersome to access and track !his information. 11lis suggcsrs that a hw~rmedia on-line documentation 
system can be beneficial 10 the inspectors. This system can nm off either th<: 1'\e>h:Pad's internal hard 
drive or an extemai CD ROM device. Such an on-line documentation v.·ill faciliwtc rapid access 10 up 
to date information. 

Based on initial conversations with tile f-light S;andards Service. it appears thai a Pl'SS will: 

• Provide inspectors v.- ith an integ:-ated. linkt:d form system 

• Provide a means to reduce dat~ entry p:.!rformed hy ch:rks 

• Pmvide on-line documentation. including h\Rs. handhonks . .;tc . 

3.7.2 Phase H: Design and Del·elopmcnt of a PrototypP Portable Performance Support System 

Goal: Build and demonstrate a pwlotypc Portable Performance Support Syst"m to support Aviation 
sa:-cty inspectors doing Ramp Inspections. 

lbis pha.o;;c will involve several itcr4!tions of dcvck~pment and demonstration. Rapid prototyping of L~e 
PPSS will permit us to demnnstrme the system to inspectors for qukk fceChJ.ck ahout IDe desigr. and 
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content of tile system. We will work closely wilil the inspectors during this phase to ensure u'le accuracy 
of the information and the usability of the PPSS. While these evaluations will primarily involve the 
airworthiness inspectors, it is extremely helpful 10 have other inspectors evaluate u'le PPSS, because they 
can provide a fresh perspective and would be likely to identify additional areas for improvement. 

3.7.3 Phase III: Create a Plan for the Development of the Prototype System into a Fully 
Operational System 

Goal: Create a plan to convert the prototype PPSS into a fully operational system for evaluation and 
imegration into the work environment. 

This phase will require a formal review of the prototy~ PPSS to identify its strengths and weakness. 
Following this review. u. plan will be develop.;!(! to fully implement the PPSS. The plan will include the 
design of a study to evaluate lfle effectiveness of the PPSS in Hte work environmem. 

3.8 SUMMARY 

Several past approaches to maintenance job aiding were disc!lssed with respect to their impact on human 
penormance. Such approaches have typically used a 'machine expert' to guide technicians through !he 
maintenance process. However, the 'machine expert' paradigm has met with limiK'd success in operational 
environments because of problems wiu'l unanticipated variability in the environment (or 'brittleness'). 
extra-machine knowledge, and inflexibility. An alternative philosophy to developing systems was 
present:xl, cooperative systems, in which both the hum:lll and the computer are actively involved in the 
problem solving process. Tnis philosophy advocates a change in perspective toward computers as tools 
to assist people in their work. rather than as prostheses to overcome human 'iimitations'. The cooperative 
problem solving paradigm capitalizes on the strengths of humans and computers in order to improve the 
performance of both. A sttJdy which comp:;red different versions of a joh aiding system designed wi!h 
using this philosophy was presented, along with implications for developing maintenaiJ.ce job aids. 
Finally. a plan for developing a portabie performance support system for aviation safety inspectors v.cas 
presented. 
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Chapter 3 Appendix 

Annotated References 

Aerospace maintenance. (1986. December). Aerospace America. p. 46. 

Article describes artificial intelligence software that continuous! y monitors systems. isolates faults. and 
indicates fault presence. on Boeing B 1 B bomber. The system is projected to save $260 million in 
maintenance. Also discusses an F/ A-18 on board maintenance processor that creates data files in flight 
to be later processed by an ex pen system. See also "AI to help keep ... " 

Ahrens, R. B., Marsh, A., & Shannon, P. A. ( 1984. November). 3B20D computer: Maintenance with 
a mind of its own. Record. pp. 16-19. 

Discusses replacement of panel status indicators with microcomputer stat us indicators for maintenance. 

AI to help keep aircraft flying. (1986. June 12). Machine Design. p. 4. 

'Avionics Integrated Maintenance Ex pen System· (AIMES) was developed by McDonnell Douglas to 
monitor circuit cards in flight on F/A-18 Hornet. AJ~1ES can identify which card has a failed component. 
Sec also "McDonnell Douglas ... " 

Armor, A. F. (1989. July). Expen systems for power plants: The noodgates are opening. Power 
Engineering. pp. 29-JJ. 

Discusses the future of expen systems in the p<.>wer industry. panicularly for failure prevention and 
diagnosis. 

Artificial intelligence to aid in war on potholes. (1985. December 12). Enginaring Ne.,·s-Record. p. 
215. 

Describes research and development c!Tons at the UniYcrsity or California on a sy:,tcm for diagnosing and 
repairing pavement faults. 

Atwood, M. E., Brooks, R,, & Radlinski, E. R. ( 19X6 ). Causal models: The m:xt generation 
of expen systems. Electrical Communicarirm. 61il 2 !. I XO-l R4. 

A concept paper that distinguishes between 'shallow rnodds' (models that usc empirical data to detect 
previously observed faults) and 'causal models' (models that reason from functiunal nh)dds of system\. 

Barney, C. (1985. December 23). Expen system makes it easy to nx instruments. E/euronics. 
p. 26. 

Describes an t!X"(X!rt system for diagnosing. repairing. and c.t!ihr3ting ::kctronic instruments. The sy:-itt:m 
has been applied to a signal-switching system. The system is VAX ha."ed. 
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Benedict, P., Tesser, H., & O'Mara, T. (1990, June). Software diagnoses remote computers 
automatically. Automation, pp. 46-47. 

Grum..;nan Data Systems and Grumman Systems Support developed a 'Remote Diagnostic System' (RDS) 
that diagnoses computer malfunctions. The V AX-based system is fully automatic; there is nv human 
involved in the diagnosis process. The RDS prints a prioritized list of suspect printed-circuit boards with 
explanations on how the conclusions were reached. RDS can also serve as a consultant to a human 
diagnostician. RDS was designed to perform with the proficiency of an intermediate level diagnostician 
and to serve as the tool to be used first in diagnosing problems. The RDS combines rule- and model­
based reasoPing. 

Bertheouex, P. M., Lai, W., & Darjatmoko, A. (1989). Statistics-based approach to wastewater 
treatment plant operations. Joumal of Environmental Eizgineering, 115, 650-671. 

Describes an expert system for daily operation of wastewater treatment plant. Uses d-Base Ill and Lotus 
1-2-3. 

Bogard, W. T., Palusamy, S. S., & Ciaramitaro, W. (1988, May). Apply automation to diagnostics, 
predictive maintenance in plants. Power, pp. 27-32. 

The 'Advanced Diagnostic and Predictive-Maintenance System' is a system for monitoring and diagnosing 
problems at nuclear and fossil power plants. The system also schedules 'prcodictive maintenance'. wherein 
maintenance is scheduled based on performance trends. The article describes system modules, with an 
emphasis on trend monitoring and preventive maintenance. 

Bretz, E. A. (1990, July). Expert systems enhance decision-making abilities of O&M personnel. 
Electrical World, pp. 39-48. 

Overview of several expert systems. Houston Lighting and Power Co. uses three systems: a materials 
management system that tracks spare pans and supplies, a maintenance management controls system that 
consolidates and standardizes methods for requesting and tracking maintenance. and an expert management 
scheduling system that generates reports and creates schedules. 

Westinghouse Electric Corp. developed 'Argus', an alarm response advisor. Argus details <>larm causes 
and required responses. The system collects data on-line. diagnoses problems. and makes 
recommendations. 

Computational Systems, Inc. developed an expert system for vibrational analysis of rotating machinery. 

Chubu Electric Power Co. and Toshiba Corp. developed a maintenance support expert system for :arge 
turbine generators. The system handles complex and time-consuming tasks. A engineer enters a failure 
into the system and the system responds with other damages Ll-tat may result from a suspected root cause. 
it gives standard repair methods and design specifications. and it displays the most likely failure sources. 

Chubu Electric Powe{ Co. and Mitsuhishi Heavy Industries, Ltd. devc:oped an expert sy,tem for bOiler 
failure analysis and maintenance planning. l'ailurc analysis produc-:s the most prohable causes. guidelines 
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for inspection, items to be investigated, repair methods, and suggested preventive maintenance. A 
maintenance planning subsystem automatically prepares daily repair schedules, work estimation plans. and 
work specifications. 

Byrd, T. A., Markland, R. E., & Karwan, K. R. (1991, July-August). Keeping the helicopters 
flying--using a knowledge-based tank support system to manage maintenance. Interfaces, pp. 53-62. 

Discusses a knowledge-based system which generates reports for helicopter maintenance. The system 
tracks helicopters and notifies maintenance staff of which helicopters are nearing regular inspections or 
special inspections. Reports specify the time-between-overhaul components that will require maintenance 
soon and give flying schedules prioritized on mission and maintenance needs. The system replaced a 
cumbersome manual system. 

Callahan, P. H. (!988. January-February). Expert systems for AT&T switched network maintenance. 
AT&T Technical Journal, pp. 93-103. 

Describes 'Testing Operations Provisioning Administration System' (TOPAS). a real-time. distributed, 
multi-tasking expert system for switched circuit maintenance. TOPAS performs trouble analysis, fault 
localization, and referral for network switches. TOPAS is claimed to do maintenance without human 
intervention or -:onsultation. 

Clancy, C. (1987, November). Qualitative reasoning in electronic fault diagnosis. Electrical 
Engineering, pp. 141-145. 

Describes an expert system for diagnosing switch mode power supplies hy using a functional modeL 

Computer 9versees maintenance. (1992). American Water Works Association Journal, 84, 107-!08. 

Discusses a pc-based preventive maintenance and training system r,)r wat~r mains. 

Cue, R. W. & Muir, D. E. (1991). Engine performance monitoring and troubleshooting techniques for 
the CF-18 aircraft. Journal of Engineering for Gas Turbines and Power, 113, ll-19. 

Discusses the In-flight Engine Condition Monitoring System (IECMS) as a foundation tbr 'on-condition' 
maintenance of fighter aircraft engines. On-condition maintenance actions are undertaken based on aciual 
engine conditions. rather than as preventive maintenance. IECMS monitors and records engine 
perfonnance parameters, notifies the pilot when caution should be exen:iscd. and records maintenance 
codes when an operating limit has been exc~eded. Data are stored on a rcmonble tape cartridge. 11lc 
article features several examples of data indicating n<>rmal and ahnom1al operating conditions. 

Culp, C. H. (!989). Expert systems in preventive maintenancl! and diagnostics. ASHRAE Joumal. 31. 
24-27. 

Sales article or. using expert systems for heating. ventilation. and air conditioning maintcnanc~. 
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Dallimonti, it. (1987. June 18). Smarter maintenance with expert systems. Plant Engineering. 
pp. 51-56. 

An introduction to.the prospects of using cxpen systems for maintenance. Surveys systems from Hughes 
Aircraft Company, Rockwell International. and Campbell Soup Company. 

de Kleer. j. (1990). Using crude probability estimatt:s to guide diagnosis. A.nijicial Imelligence. 45. 
381-391. 

Extension()[ 'General Diagnostic Engine' discussion in de Kleer and Williams. 

de Kleer, J. & Williams, B. C. ( 1987). Diagnosing multiple faults. Artificial lmelli;;ence. 32. 
97-130. 

An academic discussion of a 'General Diagnostic Engint:' for diagnPsing multipk faulls. Comhines 
modei-based prediction with sequential diagnosis ro propose m.:asuremems 10 diagnose iaul!s. 

Dobson, R., & Wild, W. (1989. May). Plane's e<>mputerii'ed mainten:!IKC system impnl\·e., operations. 
Power Engineering. pp. 30-32. 

A Lotus Symphony-based system automatically pmcesses maintenance ckarances ltlr power plant. 

Dohner, C. V" & Acierno, S. J. (1989. August). Ex pen systems for gas-rurbin~ powerplants 
passes first tests. Power. pp. 63-64. 

Citing the limited amount of troubleshooting and diagnostic inform:J.tion in the m:~nufacturer's maintenance 
manuals. EPRI developed an expen system fi.1r gas-turhinc ptlwer plants. A ptlrtahk pc uses wic.: 
recognition and synthesis and links to a pc in comrol room. Th~ contwl f<lOm pe drives ;, viJeo disk 
player and a primer. 

Doorley, R. (!988. August). Hydraulic trnubl<!shooting using an cxpen sy>tcm. H_,·Jraulics & 
Pneumatics. pp. 91-92. 

Discusses the ':0.1ind:0.1cld' system for sted mill hydraulic .:quipm~m m:lim~n:mcc. C\lind\kld u,;l'S test 
equipment data and operatnr infom1ation to determine the likdy cause of a pn,hkm. S.:c also Dn,,rky. 
(1989). 

Doorley, R. B. ( 1989. June 22). Expen systems probe hydraulic l:mlls. .\!ticlull,. Dcsig11. pp. 
89-92. 

More on the '\1ind\1cld' system for hydraulic eyuipmcm u,,uhkshtl,>iir:.e in 'ted mills. The pc-h:J.sed 
system focuses on faults that arc dif!kult to locate and whi..:h n:yuirc ntcn,;1vc Jisma.~tling of machinery 
if left unrecognized. 
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Expert system from AT&T Bell Laboratories is an 'ACE' at telephone cable analysis. (1983. 
October). Record. p. L 

The 'Automated Cable Expertise· system identifies trouble spots in telephone cable systems. ACE gives 
repair histories of problematic areas and suggests corrective action. The system is automatic and runs 
daily. 

Expert system guides tube-failure im·estigations. 1. !989. August\. Po.,·er. p. 85. 

Discusses an expert sys<em for boiler tube failure diagnosis and corrective action (including non­
destructive examination. repair. welding. metallurgical tests. rdcrenc.:s). The system an be used to 
determine tube failure mechanisms. The system also has a database for tube history. design. inspection. 
maintenance and it provides context-sensitive information about repair practices. PC-!>ased. linked to a 
slide projector. See also Smith. (1989. December). 

Expert system probes beneath the surface. li990. January). Mechanical Engineering. p. ; 12. 

Britain's Central Electricity Generating Board dcwh>ped :m expert system for monitoring and analyzing 
vibration patterns of turl>ine generators. The expert system uses 'deep knowledge· of cause and effect 
relationships in turbine generators. The goal in developing the system w:1s w transkr initial analysis from 
specialist staff to engineering/operations staff. 

Expert systems to hone jet engine maintenance. (1986. April 2!). Dt'sign Se.,-s. pp. 36-3X. 

Describes an expert system to diagnose engine malfunctions and fadlit:ne prcn~ntiv:: maint~nance hy 
predicting when parts must be replaced. The system switches mainten:mce from a schedulul replacement 
oasis 10 an ·as-needed' replacement hasis. It uses quali!ative and historical maintenance data. The pc­
l>ased system was devdoped hy the General Electric R&D Center in conjunction with GE's Aircrafl 
Engine Busin.:ss Group for the Air Force. 

FAA and ~ASA design program to improw human performance. li9S9. May ~<))_ .4rialior; 
Week & Space Tec!uwlog_, .. p. 11 S. 

Foley, \\~. L. " & S~-inos~ J. G. ( 19SG\. Ex[>t:n ~JYisor prl)gr:1m lix fllli pumpln~. Joun1ai l~{ 

Pe1roleum TechnologY . ./I. 39-+-4ln 

·EXPROD' is an ~X['\!rt advi~r program tt'r rtld-pumping di:.lgnd:-.ti~..·:-. ux\.1 t1~ Ctll'\Tt'n. ·111._~ pn.)_~ragl 

anal~7es fidd data to id~ntify ~quipm~nt prl)hkms and r~l'lH1un.:nJ Sdluti\iOS. EXPROD USL~s st::tistic3l 
pancrn recognition if, t • .:t.)njuncthm wilh Jia~nl)Stic ruks. S\ll11~ \\\lrk~r t:XJX'I1is~ is ~till rcqu!rcd h\ 

diagnose prohkms. EXPROD runs on a micr. >c<>mput.:r. 

Folley. J.D •• & Hritz R. J, ( !9S7. Aprill. Embedd~d AI .:xi'<'n '~'lc'm !C<'unk,!J,,,,!s 3ilh'lll~h:J 
as..-;~mbly. IndtL\trial Engin<'t:ring. pp. 32-.~5. 
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Discusses an expert system to assist technicians in diagnosing a clutch assembly machine. The expert 
system uses a computer -controlled video disk to indicate what the techPician should be doing or looking 
at. 

Fault lamps above stations indicate malfunctioning assembly stations. The technician takes a monitor, a 
two-button control, and a maintenance cart to the faulty station and plugs into a junction box connected 
to the computer and video disk player. The technician selects the station or procedure from a menu and 
the comput:'!r specifies tests or actions with graphics. The technician supplies data and the computer 
specifies the next action. 

GM unveils "Charley", an expert machine diagnostic system. (1988, May). l&CS, pp. 4-7. 

Describes vibration analysis expert system for production machinery with rotating components. Charley 
helps mechanics: I. identify parts that need repair; 2. repair or adjust equipment prior to fctlure; 3. speed 
up diagnosis; 4. distribute expertise; and 5. avoid fixing functioning equipment. See also Stovicek. (1991). 

Gunhold, R., & Zettel, J. (19li6). System 12 in-factory testing. Electrical Cmnmunication. 60(2}, 128-
134. 

Describes a diagnostic expert system for liT System 12 printed circuit board assemblies. 

Hartenstein, A. (1988, January). Computer system controls all maintenance activities. Public 
Works, p. 60. 

The system maintains several types of records and schedules preventive and corrective maintenance. It 
also issues work orders and monitors progress. It is a database system. 

Hill, S. (1990. February). Ask the expert. Water & Pollution Comrol. pp. 12-13. 

Concept paper that discusses possibilities of expert systems to design wastewater treatment facilities and 
control such plants. 

Hughes, D. (1988. March 7). Digital develops special applications to mt..'Cl diverse aerospace 
needs. Aviation Week & Space Technology. pp. 51-53. 

Jet fighter uses AI as troubleshooter. (!9X6. July 21). Desi;;n News. p. 20. 

More on AIMES. Sec also "McDonnell Douglas ... " 

Keller, B. C. & Knutilla, T. R. (1990, Scptemh.:r). U.S. Army huilds an AI diagnostic expert 
system, by soldiers for soldiers. Industrial Engineering. pp. 3X-4!. 

Describes the 'Pulse Radar lntelligen! Diagnostic Environment' for trouhlcshootir.g the Pulse Acquisition 
Radar of a Hawk missile system. 
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King, I. J., Chianese, R. B., & Chow, M. P. (1988, December). i i::r:t uiagnostics relies on AI 
transmissions from remote site. Power, pp. 57-60. 

Describes a suite of on-line power plant diagnostic systems developed by Westinghouse Electric Corp. 
Development goais were to maximize availability and efficiency and reduce forced-outage rates of turbine 
generators. The systems identify worn or damaged components early. 'ChemAID' diagnoses problems 
in !he steam/water cycle; it determines !he type, severity, and Jocaiivn vf wawr chemis!I)' problems. 
ChemAID assists the operator in determining the need for immediate or delayed action. It can also serve 
as a consultant. 

'TurbinAID' diagnoses problems in steam turbines. lt diagnoses tile condition and thermodynamic 
performance of turbines and reports current and target performance parameters. 

'GenAID' monitors trends for gas-cooled generators. 

Kinnucan, P. (1985. November). A maintenance expert that never sleeps. High Technology. 
pp. 48-9. 

The 'Intelligent Machine Prognosticator' (!~P) is an expert system fur maintenance of an epitaxial reactor 
(equipment that 'grows' additional silicon crystals on silicon wafers). I:Vll' diagnoses faults and 
recommends repair procedures. The system was developed because vendor support W<'-~ difficult to obtain. 
IMP reportedly reduced repair time by 36%. 

Kolcum, E. H. (1989. January 2). Growing flight. maintenance simulator market attract> many 
competitors. Aviation Week & Space Technology. pp. 91-93. 

Discusses proposed military exper.ditures on simulators for maintenance training. 

Layton, C. F. (1992). An investieation of the effects of cognitiw tools on hun> an adamive plannini! in 
the domain of enroute flight planning. Doctoral dissertation. The Ohio State l!ni ;ersity. Columt>us. 
OH. 

Discusses a study which compared three different levels of computer support for enroute !light planning. 
The study compared the behaviors of thirty professional air lim: pilots assigned randomly to each of three 
treatment conditions (ten subjects per condition. each condition consisted of a different form of computer 
support). The suiJjects were lrained on system us(.; prior 10 soh·ing four enrowe flight pi:mning scenarios. 
The focus of the research was not on the principles us.:d to d.:sign tl1.: cnrou:.: flight planning systems. 
rather it was on what characteristics the designs shared and what charact.:ristics w.:r.: unique to a particular 
system. The purpose of tile research was to study how these t.hn:e syst.:m designs. as examples of broader 
classes of planning assistance tools. affected enroute flight planning. as an example o!· adaptive planning. 
The goals of this study were to develop a better understanding of the adap:iv<: planmng process and to 
develop recommendations for designirtg tools to support tha! process. 

Maintenance expert in a briefcase. ( !986. April). High Tec!uw!ogy. p. ':!. 
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'Mentor· is a portable expert system for routine maintenance and diagnosis of air conditioners. Mentor 
keeps service records of each piece of equipment. The emphasis is on preventive maintenance. 

Majstorm·ic, V. D. {1990. October). Expert systems for diagnosis and maintenance: State of 
the art. Computers in Induszry, p. 43-68. 

Discussion of typical expert system components and survey of cliagnosis and maimenance expert systems. 
Discusses expert systems for maintenance of fiexible manufacturing systems. 

~'.kDonnell Douglas flight tests AI maintenance data pn~eessor. (!986. February i 7). Aviarion Week 
& Space Technology, p. 69. 

Describes 'Avionics Integrated Maintenance Expert Systt!m · (A!MES) for f/ A-18. AI:VfES gathers aircraft 
data and creates flight files for later anaiysis. Production ruks de!ect and ise!ate avionic failures at the 
electronic card level. Analysis provides fault data. the card mme. and the reasoning that led ro the fault 
isolation conclusion. AIMES is a self-contained on board system with a microprocessor and a data storage 
cassette. AIMES includes BITE. See also "AI to help keep .. " 

.'\kDowell, j. K., & DaYis, J. F. (1991 ). Managing qualitative simulation in knowledge-based 
chemical diagnosis. AiChE Joumal. 37. 569-580. 

An academic discussion of an approach for dealing with multiple interacting faults wiL'J an expen system. 

Melhem, H. G., & Wentworth, J. A. ( 1990. ~1arch). fASTBR!D: An expert system for bridge fatigue. 
Public Roads, p;:.. HJ9-ll7. 

·Fatigue Assessment of Steel Bridges' is a training aid for bridge inspection and planning remedial actions. 
It is also an advisory system for evaluation of bridges. The ad,·isory system hdps orgaPjze fatigue 
inspection. evaluate inspection results. and detennine a course of action . 

.'\filler, D. M., Mellichamp, j. :\1, & Wang. J. ( 1990. !\'ovemb•:r). An image enhanced. knowledge 
based expert system for maintenance trouble sh<,oting. Corr.p,zers in Jnd"szn·. pp. 187-20::0. 

Describes an expert system for diagnosis of the dectricaUhydraulic system of an ekctric utility vehicle. 
The vehicle system is difficult 10 diagnose because faults carl he masked by behavior of equipment. The 
expert system displays a limi!ed number of photographs of a vehick. The t:X[<?r1 system is pe ba.~.:d . 

.'\Iiller, F. D., Rowiand. J. R~ & Siegfried, E. :\1. ( 1 YXfl. Janu:.:ry). ACE: .-\n expert system 
for prev~ntiYe mainh:nance operations. Record. pp. 20-25. 

Discusses the 'Automated Cahle Ex[<?nise' (ACE) system for tekph,>n;: c:~tl~ a.'lalysis. ACE is an 
automatic report generator which fui1S d:llly. S~il also "Expert syst::m f1on1 ATA:T B~li Lal!nr:Hori~s ... ". 

~toradian, S., Thompson~ E~ D., & Jenkins, .\L .-\. { l'-J91. \1ayL ~.;t:\V id.:a in on-lint: di:!gno~tics 
improves pla.Ilt ~rfom1a..1ce. Po-.·.-er. pp. ~Y-51. 
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Discusses Westinghouse expert systems. particularly GenAID. See also King. Chianese. and Chow ( J 988. 
December). 

Nelson, B. C., & Smith, T. J. (1990). User interaction with maintenance information: A performance 
analysis of hypertext versus hardcopy formats. Proceedings of the Human Factors Society 34th Arzrmal 
Meeting. 229-233. 

Research paper which discusses experimental results of comparing hypertext versions of maintenance 
manuals with hardcopy versions of those manuals. Subjects were slower with hypertext than hardcopy. 
but preferred hypertext. Enhanced versions of manuals (hypertext and hardcopy) improved access to 
information and comprehension of LIIat information. but subjects did not recognize improvements. 

Nordwall, B. D. (1989. June 19). CfA develops new computer system to speed civil aircraft 
maintenance. Aviation Week & Space Technology. pp. 153-157. 

Describes the ·Automated Maintenance Management System· ( AM~1S) and the ·~1obi!e Enhanced 
Comprehensive Asset Management System' (~1ECA~1S) dewwped by CTA. Inc. The A~1MS colleciS 
intlight information on F/ A-18 aircraft engines and stores it on a floppy disk for later analysis by 
MECAMS. MECAMS runs on a laptop computer connected to a minic<Jmputer. which in turn could be 
c011nected via satellite or phone link lo a database of trouhksht>oting and logistics information. ~1ECAMS 
first identifies periods when engine performance parameters are exceeded, then it assists technicians in 
troubleshooting and maintaining the engines. CfA indicated that the F/A-18 engine system was a proof 
of concept and was proposing that the same ;yst..:m could be extended to civil aircraft engines and 
avionics. 

~YNEX cuts costs in 40 offices using expert system. (!9YO. S.:ptember). Industria! Enxineering, pp. 
81-82. 

·~1aintenance Administrator Expert' (MAX) diagnoses pwbh:ms with residential and sm;:ll busine;s 
telephone service. ~1AX interprets trouble r.:port dar a in 5-10 sec. as opposed to the "-10 min. a buman 
requires. l\.1AX dispatches the correct technician and reduces faise dispatches. The system reportedly 
saves $4-6 millionJyr. l\.1AX was devdoped by :-.:Y:-.:EX Sci.:nce and Technology Cent<:r and nms on a 
Sun 3/260. 

Paula, G. (1990. l\.farch). Expert system diagnoses transmission-line faults. Eiecrrica! World. 
pp. S41-S42. 

Describes an automatic expert system that u>es a mathem:nical model or a power tr:lTismission system for 
fault diagnosis. The expert syst.;m activate~ upon failure of the tr:m,mission sy,tem and produces a 
prioritized list of possibk fault locations and thdr com:sponding failure pwhahilitics. 

Ray, A. K. (l9Sll. June). Equipm.:nt fault dia;:nosi,--;.t neuwl n~!Wilrk :..ppwac:h. Compwers 
in Industry. pp. l6Sl-! 77. 

Dcscrihes a systt!m designed for m~ch~nical .:quipni;..'nt di:.1gnu:-.i:-; in ttl..: ~tt:d industry. 
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Reason, J. (1987, March). Expert systems promise !0 cut critical machine downtime. Power, 
pp. 17-24. 

Discusses prospectS for continuous vibration monitoring systems, leading to automatic diagnostic systems. 
The article also highlights several expert systems in !he power industry. 'Turbomac' is an expert system 
for diagnosmg vibrations in large turbo machinery, particularly power generating facilities. 

'GenAid' is an expert system developed by Westinghouse Electric Corp. for diagnosing hydrog;:n-coolcd 
electric generators. The purpose of GenAid was to avoid catastrophic failure. See also King, Chianese, 
and Chow (1988, December). 

The Central-Hudson Electric & Gas Corp. developed an expert system for scheduling outages. Tne 
purpose of !he system was to reduce !he number of scheduled outages without compromising equipment 
integrity. The system schedules outages for preventive maintenance at the first sign of trouble. 

'Transformer Oil Gas Analyst' is an expert system for detecting and diagnosing signs of impending 
transformer failure. 

General Electric developed an expert system for turbines. The system is portable. links to a video disk 
display, and uses voice recognition for form fill-in or multiple choice input. 

Rodriguez. G., & River, P. (1986. July). A practical approach to expert systems for safety and 
diagnostics. InTech, pp. 53-57. 

Describes an expert system for diagnosis of a 400/200 KV hybrid gas insulated substation of !he Laguna 
Verde Nuclear Power Station in Mexico. Engineers and literature provided information to build fault trees 
to model loss of current to safety-related control boards. Sys:cm objectives were the timely diagnosis of 
abnormal events or transients. and analysis of events leading to. and consequences of, an abnoffilal 
situation. 

Roth, E. M., Bennett, K. B., & Woods, D. D. ( 1987). Human interaction with an "intelligent" 
machine. International Joumal of Man-Machine Studies, 27. 479-525. 

Reports a study investigating technicians using an expert system to troubleshoot an electro-mechanical 
device. The article documents common problems of 'machine expert' problem solving systems. Only 
technicians who were actively involved in the problem solving proc<!ss and who performed actions in 
addition to !hose requested by the expert system successfully completed the sample tasks. Tcchniciar.s 
who responded passively to expert system requests were unable to solve the problems. This study should 
be read by all !hose interested in improving human performance through computational support. 

Rowan, D. A. (1988, May). AI cn..lJances on-line fault diagnosis. lnTr.ch. pp. 52-55. 

Describes 'Fault Analysis Consultar:t' (Falcon) for on-line fault diagnosis in a commercial chemical plant. 
Falcon reasr,ns from first principles and heuristic knowledge. Falcon went on-line in 198ii. 

4X 



Emerging Technologies for Maintenwzce Job Aids 

Rustace, P. (1988, June 9). Knowledge of an expert compressed on computer. The Engineer, 
p. 44. 

Discusses monitoring expert system for gas turbine-driven compressor sets. 

Save plant know-how with expert systems. (1987, August). Electrical World, pp. 54-55. 

Discusses expert system to resolve power plant control room alarms. 

Schaaf, J, R. (1985, September). Computerization of sewer maintenance scheduling. Public 
Works, pp. 128-129. 

'Computerization of Sewer MaiPienance Operations' (COSMO) schedules routine cleaning operations. 
COSMO also tracks performance. debris severity, and maintenance history and uses this information to 
set cleaning priorities and schedule sewer cleaning. Database system. 

Shifrin, C. A. (1985, October 28). Eastern computer system reduces maintenance layovers, staff 
levels. Aviation Week & Space Technology, pp. 40-45. 

Describes a computer system that includes computerized work cards to be tilled in by maintenance 
personneL The system will also produce hard copies of tasks and checks. The work cards contain 
detailed instructions. warnings, and notes. The system aids in capacity planning through tracking line 
slippage, schedule constraints. and manpower limitations. 

The article also discusses a parts tracking and scheduling system. 

Smith, D. J. (1987. May). Diagnostic analysis leads the way in preventive maintenance. Power 
Engineering. pp. 12-19. 

Describes 'Process Diagnosis System' (PDS) developed by Westinghouse R&D Center and Carnegie 
Mellon University. PDS diagnoses problems with steam generators and provides recommendations and 
procedures for fixing the problems. PDS is claimed to cut down on 'over-maintenance'. but prevent 
'breakdown maintenance'. The system monitors the condition of an operational plant and analyzes plant 
data to detect incipient faults and deterioration. PDS uses this information to diagnose faults and predict 
the duration of safe operation without maintenance. PDS also recommends preventive maintenance tasks 
to be performed during scheduled down periods. 

Smith, D. J, (1989. January). Artificial intelligencc--today's new design and diagnostic tooL 
Power Engineering, pp. 26-30. 

Overview of AI applications in maintenance. The article describes the EPRI-devdoped 'Gas Turbine 
Expert System' and a Westinghouse-developed system for on-line valve diagnosis 

Smith, D. J. (1989, Decemher). Intelligent computer systems enhance power plant opcr::tions. 
Power Engineering, pp. 2!-26. 
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Discusses several expert sys:ems in use in the power industry. The 'ESCARTA' system for reducing 
boiler tube failures has several uses: it permits an engineer to track down a failure mechanism. it provides 
non-destructive testing procedures. it provides welding procedures. it provides corrective actions for failure 
repair, and it facilitates training. ESC ART A will show operators the correct procedures for investigating 
tube failures. It also suggests root causes that could have led to a failure. ESCARTA is pe based. 

'Coal Quality Advisor' assesses coal quality. The system helps assess cost and performance aspects of 
using different coals or coal blends. It is pe based. 

'Smart Operator's Aid for Power Plant Optimization' diagnoses causes of heat rate degradation on oil- and 
gas-fired power plants. The system justifies its diagnosis through logic trees or messages. It also 
recommends corrective actions. 

'TurbinAID', 'GenAID', and 'ChemAID' make up a suite of expert systems for diagnosis of turbine 
generators. The systems were developed by Westinghouse Ekctric Corp. See alsu King. Chianese. and 
Chow (1988, December). 

Stacklin, C. A. (1990. June). Pairing on-line diagnostics with real-time expert systems. Pm•;er. 
pp. 55-58. 

Concept paper on using expert systems to reduce unschedukd down time. Discusses fault trees. failure 
modes and effects analyses. and panern recognition. 

Stein, K. J. (1988, March 14). Expert system technology spurs advances in training. maintenance. 
Aviarion Week & Space Technology. pp. 229-233. 

Discusses emerging expert system technology in maintenance. The l"avy Sea System Command's 
lntegra!ed Diagnostic Support System (lOSS) collects fault-related data and isolates faults. The system 
continually builds its knowledge base so that it becomes more efficient with use. lDSS will isolate faults 
to the microchip level by using fault lrees. JOSS uses a touch scn.;en. a fiat panel display. and an 
interactive maintenance tutorial on a video disk. IDSS is exr.ccted to aid systems designers in building 
self-diagnostics in new avionics systems. 

The article also describes Flcx-:-.1A TE for u~e with the CSAf modular automatic test equipment. 

Stovicek. D. (1991, February). Cioning knowkdge. Awomazimz. pp. 46-4X. 

Discusses General Motors' 'Charky' system for vibration an~ilysis of production equipment. Charley is 
an expert system developed by G:-.1's Advanced Engineering Staff and is named and modeled afler a 
retired vibration analysis expert. Charley contains three modules: I. a ruk-has,· for vibration analysis. 
2. a 'vibration signature' database. which contains the vihration curn:s of the various pieces of equipment. 
and, 3. a machine database. which comains historical data on each machine. Charky is used for failure 
diagnosis, preventive maintenance. and training. Charky can he used to answer ·what if questions and 
explains diagnosis strategies. Runs on a Sun comput<.:r. See also "Ci:-.r unveils ... " 

Suchrnan, L. A. (1987). Plans and siwmed actions: The proh!em of /;;mum machine communicmion. 

50 



Emerging Technologies for MainteTWnce Job Aids 

Discusses human action with respect to circumstantial variability and the difficulties in communicating 
such variability to a machine. Rigid problem solving on the part of the machine and misinterpretations 
on the part of the human are some of the obstacles to successful human computer interaction discussed. 

Sutton, G. (1986. January). Computers join the maintenance team. WATER Engineering & 
Management, pp. 3!-33. 

'Maintenance Manage;nent System' (MMS) for water and wastewater treatment facilities. MMS tracks 
organization performance. determines resource utilization and work backlog. and makes personnel and 
resource utilization projections. It also schedules preventive maintenance. MMS is a database system. 

Thandasseri, M. (1986). Expen systems application for TXE4A exchanges. Electrical Communication, 
60(2). 154-161. 

Describes 'Advance Maintenance Facility'. an ex pen system for fault identification. Normally the system 
controls interactions. but it can he 'con:rolled' hy an operator. Output is corrective action and post-repair 
tests. 

Toms, M., & Patrick, J. (1987). Some components of faul1-linding. Human Factors. 29(51. 
587-597. 

Research paper on human performance in network faull-finding tasks. 

Turpin, B. (1986. March 3). Artilicial intelligence: Project nt->eds. Design News. pp. 104-114. 

Discusses expen system developed by Campbell Soup for diagnosing problems with 'cookers'. The 
system was built to replace a retiring technician with 25 years of experience. 

The article also discusses an expen system (Intelligent ~1achine Prognosticator) developed by Texas 
Instruments for epitaxial reactor maintcn;mce. Sec also Kinnucan (1985. Nov.:mb.:r). 

Users get expert advice on-site. (!987. March l2). E.VR. p. 2 I. 

The 'Exstra' expen system troubleshoots mechanical equipm.:nt failures in compressors. water pumps. and 
other rotating equipment. Exstra lists possibk conclusions with likdihood ratings. It also c·:plains why 
it asks particular questions. Exstra is VAX based. 

Uttley, A. (!9115. October 17). Computer ·expcn· hdps lind faults. Tlu: Enginl'a. p. 76. 

Describes expen system sheil software. 

Vanpelt, H. E .• & Ashe, K. L. (!989. April). R3dia1ion exposun.: reducc·d with cnmpurer-aid~.-'d 
maintenance. P01•·er Engineering. pp. 40-42. 
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Describes 'Plant Radiological Status' (PRS), a three dimensional computer model of a power generating 
station and its equipment, developed by Duke Power Co. PRS is claimed to reduce maintenance time and 
radiation exposure by supporting planning activities. PRS identifies maintenance interference problems 
(eg. restricted access) and available work space. PRS also facilitates access and interpretation of 
radiological conditions in the plant; it identifies hot spots and contaminated areas. 

Woods, D. D. & Roth, E. M. (1988). Cognitive engineering: Human problem solving with 
tools. Human Factors. 30(4), 415-430. 

Concept paper which describes the fundamental aspects of cognitive engineering. According to the 
authors, "Cognitive engineering is an applied cognitive science that draws on the knowledge and 
techniques of cognitive psychology and re1ated disciplines to provide the foundation for principle-driven 
design of person-machine systems." (p. 415 ). Like Roth, Bennet!, & Woods (1987). ttJs article should 
be read by all those interested in supporting human performance through computationa! support. 

Yu, C-C., & Lee, C. (1991). Fault diagnosis based on qualitative/quantitative process knowledge. 
AIChE Journal. 37, pp. 617-628. 

An academic discussion of an approach for combining qualitative and quantitative reasoning in an expert 
system through fuzzy logic. Aside: Although fuzzy logic is a technique that is often used in artificial 
intelligence because it doesn't carry the overhead associated with Bayesian or other probability theory 
based methods, it also lacks the mathematical rigor of the taller methods. 
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Chapter Four 
The FAA Aviation Maintenance Human Factors Hypermedia System 

4.0 INTRODUCTION 

The Federal Aviation Administration (FAA) Aviation Maintenance Hypermedia Information System (HIS) 
is part of the Office of Aviation Medicine (AAM) Human Factors in Aviation Maintenance Research 
(HFAMR) program. The goal of the HIS project is to create new tools and methods for information 
access and use and to provide these tools and methods for support of other HFAMR activities (e.g .. 
training and job aiding systems). These tools and methods provide the vital information access component 
for any computer-based aviation maintenance integrated information system (Johnson and Norton, 1992). 

In its present state the HIS provides an environ~cnt to create and explore large collections of related 
information. The HIS provides a simple, yet {Xlwerful, way of creaiing and following associations 
between related pieces of information. Using the HIS. the user can browse and view information in a 
variety of ways. This flexible method of information access and utilization is not available to users of 
conventional text retrieval systems. 

Publications and presentations from the HFAMR program arc being placed into the HIS for the initial 
domain. This material includes presentations from the first five Human Factors in Aviation Maintenance 
Conferences, as well as complete material from the HFAMR Phase I (Shenherd. ct al., 1991) and Phase . . 
II Progress Reports. The result is an on-line document that employs the latest hypermedia software 
technology. More importantly, software tools and methods have been constructed that provide the ability 
to quickly store, locate. and deliver information for a variety of aviation maintenance tasks. 

4.1 PRACTICAL ASPECTS OF HYPERMEDIA 

The fundamental nature of computer-based hypermedia is to struc!ure information in a fashion that can 
be quickly and randomly located. Conventional forms of media delivery (e.g .. books. television. video. 
audio tapes, etc.) tend to be linear in nature. TI1e reader of this linear informaiion typically starts at the 
beginning of a presentation and progresses along a predetermined path (e.g., turning to the next page in 
a book, or being forced to sit through commercials while watching TV). Th..: reader or viewer of this 
information often has little choice in determining what information comes next. 

Hypermedia, on the other hand. arranges information in a form in which a rcad..:r or viewer can "bounce" 
around between different segments of information (similar to a reJder of a mystery book flipping to the 
end of the story; or a reader of a technical manual first looking up a term in a index. and then going to 
the correct page in the manual). This idea of associations, or links. between segments of information is 
a core feature of hypermedia systems. An example of a typical hypermedia systt:m is illustrmcd in Figure 
4.1. 

For example. a hypermedia version of a car m:1ill!enancc m:1nual would llrst present the reader wi!h a 
diagram of a car. From this diagram, the reader would point to a particular [Xlrtion of the car (e.g., the 
engine) and request more information. The hypermedia system would then display a diagram of the 
engine. The reader would point to an engine comrxmcnt (e.g .. the ha!tcry; and the hypermedia system 
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would then present a verbal description of the batlery and list possible troubleshooting advice dealing with 
common battery problems. 

For the purposes of this paper, the term 
"hypermedia" is used because the 
research is not restricting the usage of 
this system to only text - "hypertext." 
The scope of this system has been 
extended to include text, still images, 
graphical animation. audio, and video -
"hypermedia". 

One of the advantages of using 
hypermedia technology is its strong 
support for easy access to items stored 
in large collections or information. 
Typically, structures of large 
collections of information an: complex. 
This leads to various indexing schemes 
that are used to aid readers in locating 
information (e.g., tables of contents 
and indices for books, Dewey Decimal 
and Library of Congress indexing for 
libraries). Even with these schemes 
however, someone searching for a 
particular piece of information may 
still have limited success in locaiing 
the desired information. Hypermedia Figure 4.1 A Typical Hypermedia System 
systems extend the indexing of 
information by providing associations. nr links. between particular related pieces of information. The idea 
is to provide readers 'Nith the ability to access a general location in the informatinn base using various 
indexes and searching schemes. Then the reader can browse the genaal locations using spccilic 
associations to locate the desired information. To support browsing and exploration of information. the 
presence o{ anchors (also olk:n called buttons) is employc'd to signal the reader that related information 
is available (Duchastel. 1990). 

The lntennedia pn>ject at Brown UPJversity is a \'el)' good example of hypermedia technology being 
implemented for a large information space. OYer a thousand pieces, or "nodes." of informa~ion arc 
connected by over two thousand links. !ntermcdia presents the user with a graphic;;.! information brows1.'r. 
a set of graphical editors for text. graphics. timclines. animations. and vidcodisc data. a browser fer link 
information. and the ability to create and traYcrse links between any two scicclions in any document in 
the system (Haan. Kahn. Rilt:y, Coomhs. and Me:TOwitz. lY92). The Intermedia system iliustr:..tes the 
l.!ase ir. ~·hich information can ht.! plact!d inh, hyrx-nnt:dia systen1s and how that information <.:311 
imrm:diatcly benefit other users of the system. 
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The Artifact-Based Collahoratina (ABC) proj.:cl at the University of Nonh Carolin:J. (Smith and Smith. 
1991 l is a good example of hypcmJedia technology being used 10 support groups of individuals workiag 
together to build large, complex structures. ABC has five components that inclutle a graph server. a set 
of graph browsers. a set of data applicalion programs. a shared window confen:ncing facilily. and real-time 
vidt-'0 and audio. ABC also demonstrates the ability of hypermedia technology to assimilate new 
in!·ormation and to quickly disseminate the infom1ation ti.1r immediate us~:. 

4.2 THf: FAA HYPF.R!\1EDIA SYSTE!\1 

The overall goal of the FAA Hypermedia Information System (HIS) development is to study the prospects 
and problems of creating an electronic document. The project will also determine hOw these technologies 
ran be used to imp1;-ve the delivcl) of infom1ation to support aviation maintenance. Although focused 
on one particular discipline, this development should produce results that heip to guide the development 
of many kinds of future aviation maintenance support applications. hereafter referred to as FAA integrated 
information systems. 

4.2.1 Research Phases 

The development of the HIS IS divided into two phases that will he conducted over a two year perit>d. 
The work bcga.-1 in July of !991. The first eight months (Phase I) were d~dicated w the prototype design 
and development. The results of this phase have been: 

I) A functional on-line version of the Third FAA meeting on Human Factors Issues in Aircraft 
Maintenance and Inspection. This version is functionally equivalent to the final wrsion to be 
implemented in 1992. 

2) Specifications to authors of future FAA HF conference papers to 1.id the incorporation of new 
iaformation into the HIS. 

3) Reusable technology base for indexing and retrieving hypermedia text and graphics. 

The second phase is currently under development and is divided into four tasks. The lirst task focuses on 
incorporating the remaining four conference proceedings into the HIS and includes the production of a 
CD-ROM version of the HIS. The second task focu~es on enhancement of the Hypermedia technology 
base. The !hire! task will involve support for the transition of Hypertext technology to FAA integrated 
information system research. The fourth task will focus on demonstrating and reponing research results 
to fellow HF team members. the project sponsor. and the HF community. 

4.2.2 Fe~.tures of the Hypermedia Information System 

The Hypermedia Information Syste::n (HIS) was designed with a variety of features to aid a reader of tile 
document in locating and using the in!i.mna:ion contained in the system. Most of th.:sc tcatures were 
derived by analyzing tile eventual information needs of the readers of the HIS. as well as reYicwing 
state-of-r.te-art information retrieval and hypcrm~dia systcn1s_ Thcs:.; f~arur\!s are discussed in the 
subsequent sections. 
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4.2.2.1 Information Browsing 

The HIS allows readers to browse through the information contained in the on-line database. That is. the 
user is allowed to leisurely wander through the information. selecting items of interest and inspecting 
various topics that pique the interest of the reader. For example, some readers might browse the 
infcrmation looking only at the pictures that may h::ve some relevancy to the topic at hand. Other readers 
might choose to view on! y the titles and authors of individual papers, searching for a topic that may have 
some application to their current task. 

The HIS supports this browsing operation in two ways. First, the information is loosely structured in the 
database, allowing the HIS to present the same information 1., many different ways. Second, the HIS 
provides mechanisms to the readers in which they can easily locate additional information related to the 
current topic. For example, while reading a conference paper stored in the HIS. a reader might come 
across a reference to a related photograph. The HIS allows the reader to select this reference to view the 
actual photograph. 

Tilis method of linking, or associating. information can easily extend to other objects stored in the HIS. 
For example, readers can point to references to videos, anirr,ations. text. sound, etc. and request to see (or 
hear) this information. The HIS is able to retrieve these items and display them ro the reader. Tilis 
linking capability allows the reader to freely move about the information contained in the HIS. literally 
wandering and exploring at will. 

The HIS supports linking through the use of buttons and icons (see Figure 4.2). Buttons allow the reader 
to activate certain links, while icons provide some sort of visual clue to the reader as to what the bunon 
will do when it is activated. Usually icons are a picture of some object (e.g .• a video camera to represent 
video). However, text can also serve as an icon (e.g., the words FIGURE 62 represent the actual figure). 
The HIS supports both text and graphics as icons to support the reader in determining when a button is 
present, and what that button will do when it is activated. The HIS also co:1tains an overview diagram 
of the information contained in the database (Figure 4.3). Tilis overview diagram allows a reader to view 
the entire HIS database at once. Using the overview diagram. the reader can gain a perspective of how 
one piece of information is related to other information. Also from the overview. the reader can select 
any piece of information and go directly to it. without ha•ing to browse through the system. 

4.2.2.2 Information Searching 

Often a reader will come to the HIS with a speci!ic idea of what information is needed. The chances of 
locating the exact piece of needed information simply by browsing are fairly low. even in relatively small 
documents. Even if a reader happens to come across one piece of relevant information. there might be 
additional information that the reader might miss. An even worse scenario is when a reader has a request 
for information that is not contained in the HIS. The reader might browse indefinitely without finding 
a relevant piece of information. The reader would not he able to tell if their Jack of success was due to 
their bad luck in browsing or to the fact that the information did not exist at all. 

To overcome these problems. the HlS provides a facility for conducting direct searches for information. 
The HIS contains an index imo the inforrnatbn that aids readers l:ly allowing them to search the index. 
rather than the information for a pi:.:cc ;;f information. The index contains both the search items and the 
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location of those items in the HiS 
system. Tilis technique is similar to 
the uses one might find in the local 
telephone listings. For example to 
locate the residence of your friend 
Timothy Handson, you could I.'Se the 
telephone listings to locate all of the 
entries for Timothy Handson. Once 
you have found the correct entry. you 
are able to get the address of his 
residence and then go to his home. 
Tilis directed search method is much 
more efficient than browsing. 

Figure 4.2 Buttons and icons allow readers to access related 
information 

The HIS sysiem works in a fashion to 
the telephone listing analogy. The HIS 
system contains many indices 
indicating exactly what each piece of 
information is. including what type of 
information it is (i.e.. text. video. 
graphics, sound). and where it is 
located (i.e .• exactly what conference 
paper. what paragraph. and what 
sentence). Readers csing the HIS 
would enter a description of the 
information t.'lat they arc looking for, 
and the HIS uses these indices to tell 
the reader where this information is 
located. The reader can directly "jump" 
to this information. bypassing u1e 
entire browsing process. 

Book StueH 1 Cble ot Cotlter.ts 

In the present HIS system. the reader 
initiates a search by entering a query. 
or a description of the desired 
information. into the system (Figure 
4.4). Tilis query is made ur of 
individual terms and boolean operators 
on those terms. For example. search 
terms could include: Airplane. Human 
Factors. Helicopter. Navigation. .:tc. Figure 4.3 
Any word is a valid search t.:rm. The 

' 0 

0 I 

The 0YcrYiew Diagram 

reader also uses boolean operators (A]';D. OR. NOT) to indicate rdationships hetwce:1 multiple search 
terms. For example. a possihk query could h.: Computer ASD Trainin;z. indicating tha' reader is looking 
for a piece of informatioa !hat is rd:J.!ed to hoth compUlcrs and uaining. 
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The HIS uses this query to search the 
indices for related information. In the 
case of the example query above. the 
HIS would ftrst look for information 
related to computers. then look for 
information related to training. and 
would then look for pieces of 
information that were in both of those 
wsets. The results of this search are 
then presented back to the reader (sec 

I training ond computers ~md oirplanes 

@ What lex! are !J'O" searching lor? 

Figure 4 5). Often. there are multiple Figure 4.4 Entering Search Tem1s 
pieces of information that match a 
readers query (e.g .. just as there might be multiple listing for Timothy Handson in the telephone book}. 
In this case, the readers are shown all of these matching pieces of information. and arc allowed to browse 
through those that they feel could be rdevant. 

4.2.2.3 Search Aiding 

When the HIS finds multiple matches 
to a query. these matches are presented 
to the reader for review. Tne HIS also 
aids the reader in determining which 
matches are likely to be most relevant 
to their query by providing relevancy 
bars along with the query results (sec 
Figure 4.5). The magnitude of each 
relevancy bar indicates the likelihood 
of that document being most relevant; 
the longer that bar. the more rclevam 
the document is likely to be to the 
reader. 

Another search aiding technique is 
allowing the reader to refine and edit 
previous queries. Entering a search 

"J.J!ttl",; ; 

~1.0«. .. ~~:::... --
~~~~ ~ 

Oook Shelf Table of Contents 

m 

c-u:o~~-~'"" ~:;c..-.,., 

:t. 

query is usually not a one-time Figure 4.5 
rrocess. Sometimes a query is too 

Search results arc shown on tne overview 
diagram hy highHghtlng n1att.:hing ih~n1s 

broad. in that too many pieces of 
information arc retrieved for the reader iO handle a; a time. Sometimes. a query is too narww. yidding 
little or no matches to the query. Readers can r.:finc qu.:rh:s either by adding or deleting search terms. 
The HIS retains previous queries to aid the reader in determining which querks to expand. 
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The HIS also aids the reader by expanding and refining queries. To be impkmented in future versions 
of the HIS. a term thesaurus will be included to help the reader in locating a(il!itional h!rP.lS that might he 
relevant to the desired information. These terms carl the be usw by lhc reader as pa.r1 of subsequent 
queries into the information. 

4.2.3 System Architecture 

The HIS operates on an ~BM PC-compatible desktop platform with 4 Megabytes of system memt>ry. a 
Microsoft Mouse (or compatibie). and M!sosoft Windows 3.1. jpjtial versions of th<.: HIS can run off of 
the system's hard disk. but future versions will require a CD-ROM read<!r to use the system. due to the 
large amount of information contained in the system. The overall software architecture is shown in Figure 
4.6. The system was constructed using a varit:ty of development tools. including: Microsoft Windo•;;s 3.1. 
Asymetrix Toolbook, Borland C++ Compiler. and Raima Corporation DB_ Vist:J. 

I 
I 
II 
I 

These tools were used to construct two 
distinct environments. The first 
environment is the reader interface. 
which was described in earlier sections. 
The reader interface allows users of the 
information to search and browse the 
information contained in the HIS. The 
second environment. the author 
interface, contains tools that allow 
authors to place information into thl! 
HIS. These tools include editors. link 
builders, indexers. and database 
manipulation tools. Future versions of 
the HIS will allow access to these tools ~==~ Figure 4.6 The Overall Architecture of HJS 
from the reader interface, thus allo;.>;ing 
readers to store and index illformation in addition to the material alreauy contained in the HIS. 

The HIS contains two distinct databases. Th.: first database. th<.: ll.kdia Database. contains the actual 
information to be retrieved by the user. This material inciudes graphics. text. and e\·,.:ntua!1y sound. 
animations. and other multimedia information. The second database. the Linkl!ndex Datah:~se. Cl>nt:~ms 
information to help the HIS search for and retrieve information. The Link.flndex d:naba:-;e contains 
information regarding file location. search term location. document information. graphic informathm. and 
link structures. 

4.3 Cu'RRENT RESEARCH STATUS Al\D FUTCRE PLA~S 

Phase I has produced a working prototype of HIS. lt includes an on-line wrsion ol the <n.l FAA Huma.r1 
Factors in Aviation ~1aintenance me~tir.:g. Titis prototyp:! is a\·ai1ahle :·o:- J.isaihution. Dirc~:Iions for futur~ 
research inciude: 
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1) Provide one O~Xration for indexing the HIS information. Presently. thn:e distinct 
operations are requir>!d h) stor¢ this informativn. By integrating tll~st: truce steps in~o a 
common environmef!t. these three operations can be p.:rformed simultaneously. 

2) Improve navigational strategies to allow readers to re:urn to information already seen. 
Similar to the idea of "bookmarkS." this strategy will allow read.:rs to quickly mark and 
return to imponant information. 

3) Improve searching strategies by providing feedback to tl1e users regarding the 
effect!v.:ness of their s.:arches. Aids such as on-line thesaurus.:s. enhanced search controL 
and relevancy feedback can be used to improve searcring by eveP the most novice user. 

4) Integrate the authoring and reader interfaces. This integration will allow future users of 
the HIS to incorporate relevant information into the HIS syst.:m and will allow them to 
rapidly associate this infornuti(>n with matc:rial alr.:ady swred in u'le HIS. 

5) Incorporate: additional media types sue~ 'lS video. animations. and sound. 

1he technology provid.:d by this r.:search will be used to suppon the information retrieval needs across 
a variety of FAA and airline maintenanc.:: sol"\ ware suppon syst.:m:.. Alr.:ady. various training systems 
have bend1Hed from incorporating the HIS technology into these sysh::ms. Students are now able to 
quickly access information when it is ne·~J.:d during a training so.::ssion. Current plans include the 
incorporation of the HIS technology into the ,·arious maim.:nance job aiding systems as welL Anticipated 
bc:nefits of this marriage betwc:en hypc:rmc:dia and job aiding include: quicker :Jccess tc' information. 
exposure to material that might have been ovcrlook.:d using convc:ntional informatinn access systems. and 
subsequent reduction of maintenance pc:rsonnd errur. 
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Chapter Five 
Human Reliability in Aircraft Inspection 

5.0 INTRODUCTION 

TI.is section describes the continuing work on aircraft inspection. whost: long-1~nn objective is to enhance 
system reliability through human factors interventions. It builds upon the Phase I outcomes reported in 
Shepherd. et al., !991, and thus docs notre-justify human factors applications in this field. 

Phase l pro\ided detailed Task Descriptions and Task An:llyscs of many aircraJi inspection activities 
observed at major carriers in the U.S.A. During Phase II. visits were made to other inspection sites. with 
coverage of regional airlines, repair centers. and sites in the U.K. (see Section 5.3.6). The concentration 
was on specific aspects of the system. such as ~on-Destructive Inspection (ND!), information flow. and 
training. Although inspection tasks wer.; ohserv..:ti. no additional form:ll Task An:llyscs are reported here. 

In Phase I!, the implications of tht: data collected earlkr have been researched in more detail than was 
provided in Shepherd. et al., 199 L This has led to a series of studies hy the n:st:arch team. all under the 
objective of human factors interventions to improve inspection system reliability. Tnese studies can be 
broadly classified into U10se with short-term and long-tem1 outcomes. While the former have led to 
specific. on-going interventions at airline inspection sites. the latter han: pnxluced insights and on-going 
experiments in an off-site setting. One additional activity has been a joint project with the Civil 
Aeronautics Authority (CAA) in the U.K. to document and evaluate international differences in civil 
aircraft inspection (Drury and Loc!;., 1992). 

Chapter 3 of Shepherd. et aL. 1991 :isted a set of short-term and long-term research needs. and this list 
has provided the guidance for Phase II work. All of these needs were derived from a ba.,ic description 
uf the inspe.ction system. and a generic task description of inspection. As these descriptions form the basis 
of all that follows. an updated system description (from Drury and Lock. 1992) is included here. 

5.1 THE INSPECTION SYSTE:\1: .-\ HUl\1.-\"'·FACTORS DESCRIPTIO:"< 

An aircraft structure is designed to be us..:d indcfinitdy provided that any defects arising over time are 
repaired correctly. Most structural components do not have a desi!!n life. but rely on periodic inspection 
and repair for their integrity. Th<:re arc standard systems fur ensuring structural safdy (e.g .. Goranson and 
Miller. 1989). but the nne which most concerns us is that which uses cngin.:ering knowledge of defect 
types and their time histories to specify appropriate inspection intef\·aJs. The primary defects are cracks 
and corrosion (which can interact destructively at times) arising respectively li:mn rcpe:l!ed stretching of 
the structure from aerodynamic or int::rnal pressure loads. and from weathering or harmful chc;nicals. 
Known growth rates of both defect types allow the :maiyst to choose intervals fm inspection at which the 
defects will be both visible and safe. Typicaliy. mPrt: than one such inspection is cai!t.:J for netwecn the 
visibility !eve! and the safety levd to ensure some rctiund:mcy in the inS[l<:Ltinn pnlCcS'>. A' the inspection 
system is a humanimachine syst.:m. continuing :J.i~worttlin-:ss h:L'> b-:en :cdc!lncd hy th:: d-:sign process 
from a mechanical cngine~ring pr,lhlenl to ar. crgonon1ic one. In:-.p-.:ctinn. likt: maink·nancc in general. 
is regulated b/ th~ FAA in the C.S.A .. tht: CAA In u'lc C.K .. and L·qui ... ·ah:m hodit."s in other countrit:s. 
However. cnforcenK~nt <.:a:l only b~ of r'oHov,;in& proccdur.:s (t.•.g .• ht1urs of !raining ~r.d rccord-kct:"ping to 
show that tasks have hl'cn compkt::J). not (lf the el!;:c:tivenc?ss ol each inspector. Inspection is also a 
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complex socio-technical system (Taylor. 1990), and as such. can be expected to exert stresses on the 
inspectors and on other organizational players (Drury. 1985). 

Maintenance and inspection are scheduled on a regular basis for each aircraft. with the schedule eventually 
being translated into a set of job cards for the aircraft when it arrives at the maintenance site. Equipment 
which impedes access is removed (e.g .. seats. galleys). The aircraft is cleaned. and access hatches are 
opened. Next comes a relatively heavy inspection load to determine any problems (cracks. corrosion. 
loose parts) which will need repair. During inspection. each of these inspection findings is written up as 
a Non-Routine Repair (NRR) item. After some NRRs are repaired. an inspector must approve or "buy 
back" these repairs. Thus. the workload of inspectors is very high when an aircraft arrives (often 
necessitating overtime working). decreases when initial inspection is complete, and slowly increases 
towards the end of the service (due to buybacks). Much of the inspection is carried out in the night shift, 
including routine inspections on the flightline. of aircraft between the last flight of the day and fir~t flight 
of the cext. 

At a more detailed level. the task of inspection can be broken into a set of subtasks which follow in 
logical order. Table 5.1 shows a generic task description based on simpler tasks for industrial inspection 
tasks (Drury. 1978). For each subtask. Table 5.1 presents an example from both Visual Inspection and 
Non-Destructive Inspection (ND!). In a typical inspection schedule. well over 90% of the job cards are 
for Visual Inspection. 

With these seven task steps, the complex problems of error control. design of the information environment. 
and development of training schemes all become more manageable as specific human factors knowledge 
can be brought to bear on each task step in tum. 1l1e current review of projects shows this structure 
clearly, both in terms of deriving the r.eeds for rapid interventions, and in dcveloping off-line experiments 
to investigate the sensitivity of human perfom1ance to systems variables. 

5.2 SHORT-TERM DEMONSTRATION PROJECTS 

Although human factors engint..>ering is becoming known to the aviation maint.:nance community through 
the FAN AAM st:ries of meetings. therc is still a need to show straightforward. practical interventions 
which produce relatively rapid changcs. Such demonstration projects can kad to widdy disseminated 
changes. and to a model for how human factors studies can bc conducted by airlines themselves. Three 
projects were chosen by FANAAM. of which two were to be pursued during Pha:;e II. with the choice 
left to the airlines themselves. The three projects were on redesign of hard-copy workcards (job cards!. 
design of the lighting environment for inspection. and redesign of the human interface of typical ND! 
equipment to follow human factors principles. The first two orthese to be taken up by L'le industry were 
the workcards and lighting projects, so these are described in some detail in the following sections. Oiher 
projects, including the NDI interface design. are to he performed in future years and hence are descrihed 
briefly. 

To our knowledge one aircraft manufacturer and one airline company have started hum:ill factors groups 
in the maintenance/inspt·ction field. hut this slill !caves many other airlir:es with a shonage of human 
factors expertise. ln!ilrmalion is avai1ahlc ti"Imugh rhc proo:cdings of Lilc FAA/ AA\.1 meetings on Human 
factors in Aircraft Maintenance and !nspt::::ion, hut it is often dthcr human faums spccialisL~ tclling what 
could be done. or existing industry Jl<.'rsonnd showing what has been done without forma! human factors 
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knowledge. With this background the shon-krm demonstration projects have been structured to allow 
human factors specialists and aircraft industry personnel to work together on projects wpJch neither could 
conveniently perform alone. To tilis end, the FANAAM support has provided human factors expertise, 
while airline partners have provided facilities and personnel with detailed knowledge of inspection of 
particular aircraft. The airline partners have also agreed to provide travel to and from the work site. For 
their cooperation, airline partners get their personnel to understand some aspects of hur.tan factors. as well 
as a response to their specific needs. All partners have agreed to allow dissemination of study 
methodolugy and results. 

TASK DESCRIPTION VISUAL EXAMPLE NOT EXAMPLE 

1. lmt1ate Get workcard. Read and understand area Get workcan:J and eddy 
to be covered. currant eqwpment Cal:brate. 

2. Access Locate area on a1rcraft Get 1nto correct Locate area on a1rcraft. 

posit1on. Pos1tJ.on self and eqwpment 

3. Search Move eyes across area systemabcally. Move probe over each nvet haad. Stop if any 
Stop if any indication. mdication. 

4. Decision Examine indication against remembered Re-prcbe while ciosaly watch•ng eddy current 
Making standan:Js. e.g., for dishing o' corro;ion. trace. 

5. Respond Mark detect. Write up repair sheet or if no Marl< defect Wnte up repair s."loot or if no 
de!ec~ return to search. defect, return to search. 

6. Repair Drill out and replace rivet OriU cut rivet NDT 011 rivet hold. Dnve out fer 
oversize nvet 

7. Buy-back Inspect Visually inspect mark.ad area. I Visualiy mspact mar'p;;ed area. 

Table 5.1 Generic Task Description of Incoming Inspection. wit!1 Examples from Visual and ~D'J. 
Inspection 

I 
I 

As these are on-going projects, with the first two due for complet:8n in May 1992. only t.'le needs and 
methodology are presented here. 

5.2.1 HUMAN FACTORS IN WORKCARD DESIGN 

A major air carrier has agreed to hecorr.e the pann.:r on tht: workcard design proj<.:ct. working through 
maintenance facilities. Although the issue of information How within the inspectionimaintenancc system 
is complex (see Section 5.33), and high-tt.!dmology interwntions are possible (Johnson. 1990). many 
airlines have too large an investment in current hardware to consider alternatives beyond hard-copy 
workcards as the inspectors' primary information. Airlines often have computer-generated workcards. and 
wish to continue using some version of the s:~ .. me medium. at least in the near-term. Thus, whilt: we are 
moving towards new generations of computer-based job information aids. there is still an on-going need 
to apply human factors techniques to existing workcard generation s~stems. 

The workcard controls the inspection workflow hy describing w t11c inspector the location of the work 
area, the area(s) to be inspected. and !he inspection pmcedurc. !t is the primary document that impectors 
carry during inspection. 
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The task analyses ofain:rali inspection (Drury, Prabhu and Grarnopadhye. l'HU) suggested that workcards 
are the main source of on-line kedforwanl information. However, t:ven witl'Jn tht: rd:~tively homogent:ous 
sample of air carriers, there was considerable variabilitY in the d.:si!!n of tl1.:se documents. Since the - ~ 

"paper document" is currently the prevalent and preferr.:d means by which the inspeclllr has acc.:ss to the 
information that is needed on the job, the availability of quality docum.:ntatinn is of critical imponancc 
to inspection performance. 

Table 5.2 classifies the various human factors issues which the Task Analysis dara showed 10 be rclevam 
to documentation design. The workcanl, which is a paper document, must b.: e'·aluatt:d v·ilh these issu .. :·s 
in mind. The taxonomy also provides a framework with which to design a new workcard which adheres 
to human factors principles. 

1. Information fayenng • Amount of mfonnatlon • Leveis of mformat1on I . Experts versus nov1ces . AccesSiblhty II . Usa of cues.'mdJcations.'c:.eckhsts . Flex:blltt':l ot use 

2. Layout of 1nformabon . Spatial layout . Group1ng of mforma!J.on 

• Chunkmg I 
3. Presentation of Text • V1sual orgamzatlon . Word spao:ng 

• Vist:a! dens1ty • Une spacmg 
• Lenercase • Line length 

4. Pre.;antation of Graphics . Visual crgan:zatlon . C.xnrast 
• Spat:al toc.a!lon w.r.t. text • lababng 

5. Language Constra~r1ts . Mirumal number of words . F;xed syntax . Standardized nomenclature . Co:"JCJSe worCmg . Appropnate abbre¥Jatlons 

I 
6. Physical tmplemen!at1on . Completeness of m!crmatlon . ?hys1cal accass1b!l;ty 

II . Consistency across cares • Accuracy of bfor.nator: 

Table 5.2 A Taxonomy of Human ractnrs lssut.-s in W vrkcard [)..:sign 

Since the workcard is the means of communication of command in!'ormatic>n (hnth directive and 
fCl'dforward), it is important to und..:rsrand the effects of workcard d..:sign on the usc of its informati,,n 
content by the inspectors. Current rcs..::m:h in human factors and cngnitiYe sci..:nce in the areas of 
information processing. visual percepiion. !e:uning. docum.:nt d..:sign and comput..:r display design (e.g .. 
Wright. 1991) provide us theoretical. a.> well as cmpiric:J.l. guiddin..:s that can he used for the d..:sign of 
mort! effL>-etiv~ wnrkcards. The t~xnnnn1y is an a!h.::n:pt h; org:..ti1i1.;.: these guidelines to prnvidc a 
framework that can direct lht.: docum.:m:Hion 1.ksi~n process. 

Table 5.3 prcscms an analysis of !he origin::l T:1sk Amiysis data of aircrali inspection. dassilied using 
the above taxonomy. The points raised arc: not in any implkd order of importance. 
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II 
I 

!nformatJon Layering • Nons of the workcards provided layered mforrnatlon. t.e .. the opportuntty to access mora 

I detatied Information on mspector selected points. 
I • Key pomts were not clearly differentiated . 
l . Little fe-edforward on problem areas to be expected on th1s aircraft at this time . I 

' . Few workcards prov1ded checklist of probable/poss!ble defects . . Necessary safe~ precautions not spec1fied . . Task carcis d:d !;ot speclfy tim:ts on wear. play. etc . tor VIsual mspection to help the human 
mspector make mora- consistent judgements. . Cues tnd1cat:r.g defects not !isted in workcards. e g scuffed paint on fainngs (of wmg) tndicates 
;ubbtng. 

Layout of lnfcrmatJon . Poor lcgi:Jii1ty m some workcards . 
• Relevant m:o:mat;on spread over mu:tple pages . . Much informa!1on of a legal or genei"al nature occupted pnme space at the top of the card . . Column layout. text boxes and other (;l1!1ancements now avat!able on computer-generated text 

were r.ot used 
' 

PrsSEtntatlon cf Text 

I 
• Soma ca.·ds were in aii capnrus. a violation ot nu<'lan factors prinoples. ~ . Fo:1t design was not considered for !eg<btlity in highly variabie l!ghting conditions . 

Ouaiity of printtng and copymg was not uniformly good. I . 
Presentation of G:-aphi(;S Workcards deSlf,;ned without cons~denr.g correct location of graphics. 

I 
I . I . Some graphics were ccnfus:ng even to expenenced mspec!ors . . Scme graph1cs for access1ng the mspecbon area were amb1guous . I . Most graph!CS were of poor qua.l1ty . 

I • Color codmg was not used. bLot mo.y need to be considered if it otters wor+.hwhil£ pertonnane& 
Improvements. 

Language Cor.stramts . Procedures were not co.:c•sely worded ir. many wo1(ca:ds . T!)ere seems to be r.o evidence at any conscious design procedure to use hxed syntax • 
consistent use of phrases or a s!andardtzed nomenclature. 

PhySical !rr.;Jlernenta!:on I • imperfect matc.'1ing of nomer.clature for par.s and defects between works.l-teet and secondary I 
source materiaL 

I 
. lncons,stent desc:-:pt!on of tasks. Some were dascribed vary briefly a.."ld ethers ir. detail 

I • !\io t::~oi or a:d that e':1s:;res th~t the inspocto:- has covered the enti;e inspection area . 

I . Dra\\'lrl£!S on wor'l'\carC $;):-net:i:'tes do not match cor.tlg...:ratlon of the same area on the 
II workcard 

I . lllu:i::na!JCf. s;:ec:~:ca~Jons nc! ava1la:Jle:not spec!fied on \"r'Crk.card . I 

I 
. So~e wo:--'!{ca>ds do not have tg~;es showmg relatl',re locat1on of vancus oarts . . So:-:--e '.":crkcards did :-.ot spec1t; equ.•prr:er.tgauges to be used m the .nspecLon . . C:J.'il'"'a'J~en-ess a::d currenC''" :::f ~r.~:::-;;;:aton JS r.ot assured, and ~ct. the;efore. !msted b all 

?hys;cal SJZe and shape cf workca~ds IS not always well tD~egrated Wl!h other tools the l i>"":Sp;C!Oi'S. y 

====================~====,-= .. s=e=e=c=t=c=r=m=.c=·s=t=ca=='=~~a=n=d=u=s=e=.======================================================~ 
Table 5.3 Cl;issi!ic:Jtion uf Obsc:rv:J<ions 1·mm the: Ta.-;k Analysc:s of Inspection. Cla.-;sifkd hy the 

Taxonomy "r Tank 5.2 

5.2.1.1 A Demonstration Program for Workcanl Redesign 

\Vith our :.tirlinc pJ.r1n.:r. a v:-.~rkc:.trd r.:th:si~n prog.r:..trn is 1"1-:ing unJ ... ~n:J.k~n a.'\ a dt?nlon:--;tration of hnv; 
hunla..'1 factors t-:cilniqu'-·s G.i:-1 iruprn\·~...· in~p ... ·Oidn. Existing workc:.u-Us fur a ~n1:ill nun1!1cr of r~l~tiYdy 
cnmnhlO rnaintcn~nc~ ~\">. .. ·n:-., ( ;;,n A-ch;:;.:k ~:I!\.! :.1 C -ch ... -..:k i :.Ir:...· hcing ~ .. m:..tly/:.:d. with r ... ~sp.:ct to tht: issu.:s 
dcri\'~d in the t~X(1n~~r:ty. {ithl\..l :.;,;;d P'-~<\i :..:~p;..;'c!S ur tho: workc:..ud d~~ign l::1\·~ ht..""~n nott.xL hoth fron1 
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analysis of the workcard itself and from analysis of its use by inspectors. From this data collection phase 
will come a series of design requirements which. if met. will ensure good human factors design. 

With airline partner representatives, design solutions wil! be developed to cover both short-term and 
long-term changes. Short-term interventions for workcards may include. for example: 

1. Changing the presentation format and layout to improve ease of use and legibility. 
2. Ensuring that visual material is incorporated into the worksheet. 
3. Consistent naming of parts. directions, defec;:;, md indications between all 

documents used by inspectors. 
4. Multi-level workcard systems, useable 'JY inspectors with different levels of 

immediate familiarity with the worksheet content. 
5. A better physical integrati<>n between t!le workcard and the inspector's other 

documents and tools needed at the worksite. 
6. Providing a be!ler spatial imcgratinn between the workcard and the inspection tasks 

around the aircraft. 

Each design solution will be implemented and a serie:; of prototype workcards produced. These will bt:: 
pre-tested by having inspectors use them wl>Jle providing a verbal protocol of the!r actions. From ibis user 
evaluation will come a refined design. 

The final design will be tested against the cur.ent desiJ;il using controlled tests during A-checks and 
C-checks. Measurements will be taker. of inspector verbal protocols. erwrs/confusions observed, and 
questionnaire evaluation from both inspectors and supervisors. 

The results will be documented as a case-study to show: 

a. How other maintenance/inspection operations can improve ihcir workc.1rds. 
b. How to apply human factors principles to the improvem~nt of other 

maintenance/inspection iunctions. 

5.2.2 DESIGNING THE VISUAL ENVIRON~1ENT FOR INSPECTION 

A second major carrier is cooperating with the University at Buffal:J tearn to impmve !he inspector's visual 
environment. This project is based at the maintenance facilitic:s opcr~ted by the carrier at a single airport. 
There is a single maintenance hangar. with thr.:e aircraft bays. and apron areas outside the hangar and by 
the gates. The main concentration will he on in-hangar activities. but olher sites will aiso be considered. 
Having a single hangar makes the demonstration project manageable whiie still p:oviding a representative 
application of human factors. 

Analysis of aircraft inspection activities has shown that visual inspection dominates other inspection 
activities (Drury, Prahhu. and Gramopadhye. 1990). Since visual inspection is such an important 
component. accounting for almost 90'7r of all inspection activities. it is imperative that t.l-Je task be 
performed in the most suitable work environment From the task analysis of various inspection tasks in 
Table 5.1. it is seen !hat "visual s.:arch" is an imponant componen: of the inspection task. and the success 
of this stage is critical for succ..:ssful ...:omplction of the ir.spcction task. In visual search the inspector must 

6S 
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closely examine each area for a list of potential faults. The amount of effort required on the pan of the 
inspector for each area depends upon various factors such as the prior information (from training 
experience on the workcard) and the suitability of the physical conditions for inspections (lighting. 
illumination levels, etc.). 

Studies in aircraft inspection have shown that poor illumination, glare. and other adverse lighting 
conditions could be the single most important reason for "eye strain" or visual fatigue. Visual fatigue 
rt 'ults in deterioration in the efficiency of human performance during prolonged work. Progressively 
mor.o effort is required to maintain performance, and eventually performance level decreases despite the 
extra elfort. The purpose of this study is to identify potentiai sources of improvement in inspection 
lighting and to suggest modifications so that the task can be performed under improved visual ;onditions. 

From the detailed Task Analyses of numerous inspection activities performed in Phase I, Table 5.4 gives 
a list of examples of poor human factors design. Each represents an opportunity for inter<ention to 
improve the human/system fit and hence, increase job perfom1ance with decreased work stress. 

1. Illumination lsvels beneath the aircraft varied depending on the location. Measured levels during daylight ranged from 
25 ft. candles under wings and fuselage areas on the side of the aircraft facing open hangar doors, to 2-5 ft candles 
under the wings and fuselage on the opposite side of the aircraft. . 

2. Lighting levels beneath the aircraft were adequate only for gross visual inspecbon. 

3. Inspectors often used a flashlight as an a;d during visual inspection. It should be noted. however, that the type of 
flashlight used was not consistent among all inspectors even within a singls aircraft operator, and varied considerably 
between carriers. 

l 

4. Often it was found that the overhead lighting used for general mumiration was covered with dirt and paint. mhibiting full 
iiluminaticn capability. 

I 5. Aircraft ne.ar the haflgar doors were exposed to higher ~l!umination. mu~mation ranged from 16ft. candles to 114ft. 

I candles. 
1 

6. Lighting conditions were different during the day shift and n!ght sh1ft. During the night shift illumination roflged from I 
29-33 It cand:es. 

7. Supplemental lighting was often not providad under the aircraft. MeaSCJred levels in these areas ranged from a day time 

I high of 42 ft. candles to a night time low of 1.2 ft. ca-.dles. 

8. Tho; general lighting level inside !he aircraft fuselage averaged between 1.5 t. candles to 3 ft. candles. 
-

I 9. Glare from open nangar doors within the inspector's visual field was apparent. 
! 

I 10. When using supplemental lighting (ftashiight. helmet :ight. portable fluorescent) the Jlluminaton on t~e a1rcraft surface 
was increased. but glare was caused when searchmg ir.s:de the a1rcran structure. 

I I I 11. Por..ability of supplemental !ighting was often poorly desig:1ed, and not weU integrated mto t~e tnspector's kit. 

Table 5.4 Observations on Visual Environmem of Inspection from Task An:~lysis Data 
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In designing lighting systems. the following factors need to be considered: 

• Ree<>mmended Li!!ht Levels for Diffcn:nt Tasks 

The recommended illumination depends upon the type of task and whether the visual task is of high or 
low contrast. The llluminating Engineering Society (IES. 1984) recommends that surface areas requiring 
visual inspection be provided with 75-l 00 ft. candles (800-!050 lux) of illumination. Vision can be 
improved by increasing the lighting level. but only up to a point, because the law of diminisl'Jng return 
operates (e.g., IES Li!!hting Handbook. New York. 1984). Increased illumination could also result in 
increased glare. Older persons arc more affccted by the glare of reflccted light than younger people. and 
inspectors arc often senior personnel within an organization. 

• Selection of Light Sources for Color Rendering 

In the selection of artificial light sources one of the most importar.t considerations is color rendering, i.e .. 
the degree to which the perceived colors or an ohjcct illuminated by various light sources match the 
perceived colors of the same object when illun:inated by a standard light source. Color rendering could 
he important. because often "change in color" of true sheet metal is used as a clue to indicate corrosion. 

• Direct and Indirect Li!!htin!!: Glare 

The quality of illumination can he improved by reducing glare. Direct glare is caused when a source of 
light in the visual field is much brighter than the task matcrial at the workplace. Thus. open hangar doors. 
roof lights. or even reflections off a white object such as the workcard can cause glare from surrounding 
surfaces. Glare can he reduced by resorting to indir~ct lighting. Of particular concern is that in inspecting 
partially-hidden areas (e.g .. inside access panels) the lighting us~d to illuminate the defect may cause 
glare from surrounding surfaces. Carefully designed combinations of general area lighting. portah!e area 
task lighting and localized spotlighting need to he produced. 

• Specialized Li!!llting 

During visual inspection of an aircraft structure the inspector is looking for multiple defects. such as 
corrosion. ripples. hairline cracks. dents. missing rin:ts. damaged riYets (e.g .. "pooched". "dished" rivets). 
and riYet cracks. 

It is p:lssible that not one single lighting system is suitahic Ji1r detecting ail defects. Therdore. the usc 
of a specialized lighting system for each class of defects m~y he ncccssary. Howc\'cr. th.: use of special 
light systems has one major drawback. It implies that the area must t>e examined fer each class of defects 
sequentially rather than simultaneously. which could in\·ol\·<.: time and <.:xpcnse. A typka! cxampk is the 
difference between general illumination and the grazing illumination pn\\'ided by special purpose lighting. 
The diffused nature of general illumination tends to wash nut the shadows wtlilc the sur race grazing light 

..._ - ..... ..__ 

relics upon showing shadows to cmphasi;re ohjects tll~t pwj.:ct ahl,,·e or hdow the surface. Task visitJility 
for surface tO[k'lgraphy is distincdy h~tt~r \Vith grazing Hgi~t. wh~rc::t.<.; color changes or ccrrosion n1ay he 
hcr;cr seen under genera! iilunlin::!tion. An exan1pk nf surf~ct..: topngraph) is thl.! inspection of th~ fusdage 
for ripples. Ripples arc easy to dt.:tcct using surface-gruing iight hut gcncr.:l illumination tends to wash 
then1 out. Hov,:ever. strong sid~ lighting n;.ay rn:.t.\k in1port~.tnt color difkn:nccs. 

?0 
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• Design Requirements for Lighting 

Studies of visual search have shown that the speed and accuracy with which the search process can be 
accomplished is dependent on the conspicuity of the ddect, which in turn is dependent on the size of the 
defect, defect/background contrast, and light!ng intensity (see Section 5.3.3). 

!..ighting design has a clear impact upon the final two variables. but it has broader requirements to fulfill 
2-" visual inspection invoives more than visual search. Lighting should be designed such that the following 
t!>Si'.S can all be performed satisfactorily and preferably optimally: 

1. Inspection (visual search) of the aircraft fuselage for defects. 
2. Reading the workcard/instructions. 
3. Movement around the aircraft (using the scaffolding, or equipment. e.g., cherrypickcr). 

In addition. special purpose lighting should not interfere with any other parallel task in progress. In 
designing the visual environment, one must consider the minimum lighting requirements for each task and 
subtask, the type of artificial light sources that can be used 10 illuminate the work surface. the amount of 
task lighting that can be provided, and the available methods to minimize glare. These factors must be 
balanced with implementation and operating costs. 

Since inspectors have to move to different areas on the aircraft during a singk task ~d all areas may not 
be accessible to generalized lighting from a static source, generalized lighting may be augmented from 
a combination of static portable sources, and then further augmented. if necessary. using flashlights. 

It is proposed to use the Task Analyses performed so far and lighting surveys of the inspection work areas 
to determine the design requirements for lighting in d..::,dl. The market will then be sun·eyed for availahle 
solutions (e.g .. area lights, flashlights. headlights, sta.t1tl lights) to chilose a small number of promising 
systems. On-site human factors evaluatians of these lighting systems will be performed !0 determine 
which. if any. improves visibiliry of defects or other indications to inspecinrs. while maintaining 
por!abiiily. 

The specific steps to be undertaken for this project an:: 

!. Site visit and task anaiysis to determine specillc visuJl n:quire.11enrs and lighring requircmenls of 
tasks. and the current visuai environment. Luminance and illuminanc<.: will he measured througi10ut 
Lhe hangar to determine consistency and adequacy. A check:ist of visual factors (from Drury. 
l990a) will be used to assess the adequacy !(>r the speci!ic tasks performed. 

2. Survey market for availahlc solutions to identify promising systems for illumination. diffusion and 
spcciaiized lighting. 

3. On-site human factors evaluation of seh:ct.:d !;ghting system to demonstrate advantages. This will 
include performance evahntion (speed. accurac::-) as well as opcrat<>r acc.:ptahility and cost. 

4. Produce a set of desi£n :-ecomm~ndations which c~n ht.: used a..-.; th .. ~ ha.'-~is rur future lighiitH! desii!n . 
......- - ._ .... 

~' I ( 
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5.2.3 FUTL'RE SHORT-TERM PROJECTS 

The research will continue to focus on long- as well as short- h:rm projccts. These short-tcrm. immcdiate 
payoff projects will study such topics as using portabk computers for development and evaluation of 
multi-level job cards. Such studies will involve airline and/or manufacturs participation to ensure that 
research results and by-products can readily be transitioncd into aircraft maintenance work environments. 

5.3 LONG-TERM RESEARCH PROJECTS 

From Phase I came a wealth of Task Analysis data and descriptions of specific inspection and maintenance 
organizations at many carriers. In addition, information from the F ANOAM me~:tings. reports and visits 
to aircraft manufacturers and specialized equipment suppliers. gave a clear description of the inspection 
and maintenance system to the human factors engineers inv:Jived. The Phase I report (Shepherd. et aL. 
1991) made a first attempt to merge this data with existing and current conc.:pts in human factors. An 
obvious need was to perform this integration at a deeper level to guide the long-term human factors nccds 
of the aviation maintenance industry. During Phase H. this step was undertaken; system demands were 
interpreted in terms of known human capahilitks and limitations. 

The first fPJits of this process were four reports which covered a framework for human rdiability in this 
field, a detailed examination of the information environment. an analysis of the effects of time on 
inspection (especially the speed/accuracy tradeoff). and a study of the improvemcnt of training for visual 
inspection. These reports are listed with other publications at the end of this section. The findings of each 
report are summa.rized in Sections 5.3.1 through 53.5. augmented wherc nccessary by off-line 
experiments. Additionally. a joint venture hetween the FAA and !he CAA 0:1 inspection is presented as 
Section 5.3.6. 

5.3.1 COMPUTER-BASED INSPECTIO!'IO EXPERI:\lE~TS 

It became apparent that the traditional experimental work in aviation i.nspcction was not always the best 
way to perform human factors evaluations. Studies of crack detection prohabilitics (rei) have hL"Cn large. 
costly, and complex. but have not addressed many of the human factors issues heynnd the psychophysics 
of NDI equipment Factors such as training method. information environment. and time pressure ha·;c not 
been svstematicallv considered. Thus. the need was recognized for a low-cost hut realistic simulator for - - -
aircraft inspection. Its purpose is not to provide a point estimate of the prob:~hility of dch:ction of a given 
crack, but rather to determine hew inspection jYCrformance is affected by manipul:<hlc hum:m factors such 
as those above. There is sufficient knowledge of modds of human inspeci<>rs (e.g .. rcYicw by Drury. 
1991) to be able to determine which aspects of the r<.:<~l :;;sk to ret:tin if a simulator is to h..: "rcalistic". 

Two simulation programs were implemented on a SUN Spare station l w,>rkst:!tion. one for ail ND! task 
(eddy current inspection of rivets) and the othcr for a Yisu:~l l:lsk (Yisual jqspecti:m of rivets and sheet 
metal). These programs arc discussed helow. 
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5.3.1.1 NDI (Eddy-Current) Inspection Program 
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i 1·~·1 MAGNAFLUX 'I. \ 
Inspection Window. Tilis window , I 
displays the rivets to be inspected. Six ·---,""""---- ------, , \ 

The inspection task consists of 
inspecting rows of f..:selage rivets for 
cracks using an eddy-current probe. 
The simulator display consists of four 
windows (Figure 5.1) as follows: 

I ,;-~~ ~~~ 
rivets per row are displayed at a time. ' \J i ~ l....i ~ ~ i\ \ 

The simulation progtam has the • • Jl • i ~ ~···• C • :
1

,' \, \ 

capability to display multiple rivet 
rows at a time. During the training Q • \ 
session a circle is placed around each f\ . \ \ 
rivet to help the subjects in defining '"-/ · 1 '\ 

the optimal probe path around the rivet ----- \ 1 
for defect detection. On the upper ~ 
right hand comer of this window there 
is an indicator that is green when the Figure 5.1 
subject is in the inspection mode. 

NDI Inspection Task Simulation 

During this mode, the subject is able to inspect and classify (defective/non-defective) the rivets, but has 
no access to any of the functions outside the current window. To obtain access to these functions, the 
subject has to click the left mouse button near any of the rivets. Tnis results in a circular marker being 
pla.ced around that rivet and the inspection indicator ligt1t turns white. indicating the inspection mode is 
switched off. 

Macro-View and Directionals. The macro-view in the upper left window allows the subject to have a 
view of the total inspection area and its relation 10 the aircraft fuselage. Tiius. for a 400 rivet inspection 
task. while only six rivets are seen in the inspcc~on window, the entire 400 rivets are marked (on a 
smaller scale) in the macro-view. A click on the when:-am-1 button places a circle around the area of the 
macro-view currently in the inspection window. Thus. the subject is able to detennine where he/she is 
at any point in time with relation to the entire task. 

The directionals consists 0f four square areas marked left. up. right and down (UU/RID. ciockwise). 
Clicking the left mouse button on any one of thcse areas shifis thc view (scrolls) in the inspection window 
in the indicated direction. 

Eddv Current Meter. The defcct indication is displayed on thc meter indicator in the upper right window 
of the monitor screen. The meter has a lixed scale with divisions marked from 0 to HXl. and a moving 
indicator. A red marker is provided that can be set by the subject at a11y point on the scale. The 
deflection of the needle (from its resting position at zero) bcyond this 5et point (default = 60) produces 
an auditory alarm as well as a red flash of the indicator light at the apex of the metcr. 
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The point of the needle is deflected if a.ny of Ll:le following happen: 

l. The mouse cursor is moved over a crack on the rivet (!he cracks themseives are not visible). 
2. The mouse cursor is moved over a grey spot (indicating corrosion. or dent; randomly placed across 

rivets). 
~- The mouse cursor is very close to. or moved over, the rivet head itself. 

Subjects are instructed that if the deflection is greater tllau 60% and they judge it to be from a crack, thea 
the rivet should be marked bad. 

Lower Right Window. Tilis area contains functional (dialogue) bunons. Activation of the zoom bunon 
allows the subject to take a closer look at the current rivet to be inspected. The zoam is incremental and 
magnifies the area to twice its original size (within the inspection window) at ::very clici;. A mouse click 
on the unzoom area restores the inspection window to its original condition. Clicking on the "break" area 
stops ali clocks and covers the inspection window to allow the subject to take breaks. Clicking on LIJe 
"clock" area displays the time elapsed in the task. The other functional bu:tons ;ncludes ''d;splay non­
routine card," "display workcard," and "turn rivet numbers on/off." 

The progr:un also has the hcility for recording the subjcct's assessment of workioad using the Pearson 
Feeling Tone Checklist and the Modified Cooper-Harper Scale. Tnese two scales appear for rcsp:mse at 
the end of pre-set intervals. 

5.3.1.2 Visual Inspection Program 

To simulate visual inspection, the SUN Spare station i is used wiLh a progra.·n having similar l•:gic and 
displays to the ND! program. The major differences are that detection is visual. and that the eddy-current 
meter is obviously absent. In this task the inspector searches for multiple defect ly'Jl<!S and classifies them 
into different severity categories. Tht: various fault types with their descriptio:;s are: 

l. Missing River: A rivet missing from !h..: rivd hole. 
2. Damaged Rivet: Part or all of the rin:t head is ct..~magcd resulting in jagged edges. 
3. Pooched!Dished Rivets: Rivers with a cent<!r which appears rais<!d or sunken. 
4. Loose Rivets: Rivets running loose in the rivet noh:s. 
5. Rivet Cracks: Cracks which originate ar rhe edges of the riwrs an(l prop:;g<.He upwards and 

outwards. 
6. Dents: Sheet mewl damage in the <!ircrafl iuscl:!.ge rcpres..:nred hy sunken areas. 
7. Cormsion: D:tmagc to sheet rm:tal surface repr.:s..:r:ted hy p;:!chcs of d.iswlurc:d or r;:!sc:d skin. 

Depending upon the severity of the dekct type:. the defects c:1n he cbssiikd mtn critical and nm:critical 
defects. 

r:-ze layoui of l.he mulii-window sin1uiar;.:d i::!Sfx:Clio:-1 f=.L"ik ]s ~hown ~n Fi:..!u:-e 5.2. The function of ..:3Ch 
window is as foilows: 

lnsoection \Vindo\\.·. Tht: area curr~r:t!y ht.!ing i:1S!1t·ct.:d is ~hnwa it"! lh~ L..'~t {~:rgc; v .. ·1:1Jow. To sinrJ!~t~ 
the use of local lighting. su;::h a,; a !l:.:shligt; he:;::;. tdv 1 sm:.tller \\iildow wi;i'Jil this area is fully 



illuminat<.Xi. Within this snwlkr 
lWinOo\v, faults ca.I1 be seen and 
responded to by clicking them using 
Lhc mouse button. The entire an~a of 
the ins~ction window can be viewoo 
by successive movements of the 
smaller illurrtinmed window. 

Search Monitm Window. llis is a 
manitoring device which helps the 
inspector keep track of the window 
movement in the inspection window. 
It provides the inspector feedback as to 
tlle: 

l. Point of previous llxation 
2. The sequence (pattern) adopted 

by the inspector Figure 5.2 

3. The area covered (vkwed 
through the window) up to the current time. 
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Layout of the Simulated Inspection Task 

The small illuminated vvindow in the inspection window is repn.:sented by a tik in th<.: s<.:arch monitori•·g 
window. As the window is mov<.:d. so do<.:s the tik. Th<.: tik has a difkrent color from its illumina:ed 
background area. The background color cltanges to the color of th<.: tile :L'i tJ1c tile passes ove; it. 
indicating that the corresponding areas hav<.: th:en tixat,:d (cmncd hy the window). The darkest s~ade 
of the tile is the JX>int of previous t!xation. Th<.: ;,,:yuence is given by tile shali~ or tlte color--lirhter 
shades indicate earlier 11xations in se4uence while darker s!talies indic:J.tc: bter lixations. 

Macro View Window. This window represents tlte entire t:~sk to he inspected. and can he looked upon 
as the glohal coordinat<: referencing system. Thus. it pro,·idc:s infmm:J.tit>n to the inspector as to his 
current position with reference w the entire task. 

5.3.2 A FRAMEWORK FOR ill':\IAN RELIABILITY IN AIRCRAFT INSPECTION 

Maintaining civil aircrati worthir,~ss re4uires the rciiahility of a Cllmpkx. socio-technic:il system. 1ltis 
system's reliability is depe-ndent en !he rdiJ.hiiity uf its cmnpuncnb (i.e .. cquipn1cnt. inspectors. the 

physical environment). and on ht>W reliably these components intc-r;;ct. \1ost errors in aircr:.t!t ir.spection 
and maintenance can ultin1atdy he anrihut~d. at ~un\1.~ k'-·d. to a hunD.n-systcn\ n\i~tn:.~.tch. O~rJ.tor:.; n1ay 
cause errors outrighr. or n1ore likdy. hum:.1n infi.>nnation prucc:ssing limil:Jtions and cil:JIJctcri~tics m:.1y 
be "catalytic" factors (Rouse and Rf11ISt.:. l'-hn). Gl!Hhining with utlh..-r CCllnpon,.~nt ch~actcrs to evolve 
"sneak paths'· (R.a.:;rnusscn. 19X2) tu erwr situ~lit>ns. 

Tne a~sessrnent of human error in compkx ~ystl.'m\ i:-. cur:-cntly unckTg(ling :-.•Hlh.'\\lUt PI a rcn~i~sancc 
(Brov.:n and {irocgcr. Is;YO). Cbssificatiun schemes ()! error" h:n~..· ,,·xr:..tntL:d tru·~ .. :1c early 
''om!l\.sinrJcommissioiJ" da:-.:-.ification (Swain and Cluttm:.m. JlJS' :md \L·i<...k'r. llJ7! J tu IllDft.' hdl~l.\"i(lf­

hased classitic.ttion\ (e.g., :\(~~m~u~. I tJS l: Ra\r;Ju\.\Cn. J Y><;2: RPu...,·: J.nd RPU\C, ! tJ:-< \, and RcJ. . ...;Pn. IY90). 
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While error classifications based on task characteristics may provide a convepjent descriptive format for 
errors. error models based on human behavior can define causal mechanisms of errors. Identification of 
causal mechanisms and catalytic factors is necessary for predicting errors and thereby designing error 
toierant systems. The approach taken here is to use a behavior-based and system-based human error 
classification scheme to identify, predict, prevent or reduce. and report errors in aircraf: inspection and 
maintenance. 

This section focuses on describing a methodology to accomplish Ll-jese goals. Section 5.3.2 provides more 
detail in dd1PJng information flow, and deriving information requirements which will prevent or mitigate 
the effects of information now-related errors. Both this sectior. and Section 5.3.3 are responses to FAA 
project activities and exist elsewhere as two self-contained separate reports (Latoreila ~nd Drury, 1991, 
and Drury and Prabhu, 1991, respectively). These reports have been considerably abbreviated for their 
presentation in this report. Both efforts use Rasmussen's (1986) cognitive control levels and Rasmussen 
and Vicente's (I 989) systemic error mechanisms extensively as a conceptual foundation. Both efforts also 
begin with Drury's ( 1991) Failure Modes and Effects Analysis (FMEA) of errors in aircraft inspection and 
maintenance. These concepts and the FMEA are presented only in the first section to avoid redundancy. 
As a result. some of the mater:al presented in Section 5.3.3 is dependent on H1e II•eoretical and data 
analysis foundation described in this section. 

5.3.2.1 Approaches to Human Error 

5.3.2.1.1 Quantitative Approaches 

Early efforts to incorporate human performance in the evaluation of system reliability spawned the field 
of Human Reliability Assessment (HRA). These methods atlempt to a~sess human reliability with the 
san1e techniques used to assess equipment reliability (Meister, 1971). They seek to: (l) develop extensive 
databa~es of human reliability data for elemental tasks. (2) provide a method for combining these estimates 
to generate a measure of human reliability within the system. (3) use this mea~ure of human reliability 
directly, as the reliability of the human as a system component. in evaluations of total system reliability 
by Probabilistic Risk Assessment (PRA). Early HRA methods are criticized fr,c thdr overiy-structured. 
and hence cumbersome, representations of the human's involvemem in systems. HRA methods :rre also 
criticized for their inability to adequately ~cprescnt the behavioral mechanisms of human errors and hence 
for their inability to prescribe. rather than merely describe. systems in terms of their propcDsity for error 
situations. Quantitative human error assessment techniques include decompositional proba~ilistic methods 
(e.g .. Fault Trees, Event Trees, Failure Modes and Effects Analysis), cla'>Sical reliability theory based on 
Markov modeling. stochastic simulation modeling. and a variety of other techniques (e.g .. HCR. TESEO. 
SUM-MAUD). These approaches are each described and crititjued in l.atordla and Drury (!991 ). Lock 
and Strutt (!985) have investigated quantitative human error mudding io the ain:ratt inspection and 
maintenance context. 

5.3.2.1.2 Qualitative Approaches 

Several researchers have arrived at hehavior-bascd classification ;cllemcs for human errors. l110se of 
Norman. Hollnagel. Rasmussen. and Rouse and Rouse arc described bdow. Elements of these schemes 
have been in approaches to managing errors in :Drcran maint.:nancc and inspection. 
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Norman. Norman ( 1980, 1981) classifies human error into two fundamental categories: slips and mistakes. 
Slips result from automated behavior when the intention. the goal, is correct but some aspect of the 
execution is flawed. Mistakes, in contrast, are the result of flawed cognitive processes. such as formation 
of the wrong goal. Slips are usually minor errors and are often evident and corrected by the perpetrator. 
Mis!akes, however. are more serious errors. and arc sometimes opaque to the perpetrator. Mistakes are 
therefore usually difficult to observe and recover. Slips are parHally due to limitations in attention and 
therefore are more likely to occur in distracting, time-sharing, boring. or stressful situations. Norman 
identifies six types of slips: capture errors, description errors, data driven errors. associative activation 
errors, loss of activation errors, and mode errors. Descriptions of these types of slips and examples related 
to aircraft inspection and maintenance can be found in the original report (l.atorella and Drury, 1991). 
Norman's (1981) classification is intuitively appealing and useful for describing errors. However, the 
slip'mistake classification is not detailed enough to describe what specific aspects nf human information 
processing generate errors. 

Hollnagel. Hollnagel ( 1989) introduces the conceptual distinction between error phenotypes and error 
genotypes. Error phenotypes are observable states which are deemed undesirable. Error genotypes are 
the generative mechanisms of these observable states. Error phenotypes are manifestations of error 
genotypes expressed in a particular environmenl. Whik Hollnagel allows that combining genotypes and 
phenotypes provides a more complete psychological description of human error. he holds ::n empiricist's 
view for the purpose of system design: in order to automate error detection. errors can only be expressed 
in terms of phenotypes. He therefore proposes a taxonomy to operationalize phenotypes. describe complex 
phenotypes (combinations of simple phenotypes). and to provide a basis for a computer program which 
detects error situations. Hollnager s distinction between error phenotypes and error genotypes is important 
and is used in the development of this paper's approach to managing aircraft inspection and maintenance 
errors. 

Rasmussen. Rasmussen has contributed <o HRA in two veins: he has developed models of human 
performance in an effort to identify fundamental causes of human error. and he has related and defined 
the importance of qualitative human error modeling to system reliability. Rasmussen departs from the 
more traditional approaches in his conceptualization of human error. He does not rely on the constrained 
definition of human error presented in most HRA techniques. rather he states that what is human error is 
defined by not only the human, but by system and operational tolerances (Rasmussen. 1982). Rasmussen 
also argues that human errors defined by the outcome of events should not necessarily be attributed to a 
human having perfom1ed incorrectly. For example. should an error resulting from a new situation be 
attributed to the human? If an error provides feedback about the system without compromising system 
tunctioning, ;;."uld it still be considered something to avoid'/ Rasmussen also defines stipulations for 
collecting HRA error rate probabilities and states the case for qualitative error modeling to aid HRA in 
ways that error rates can not. such as prediction and corrections of error:;. especially of low pmhabiiity. 
high impact "sneak paths". Rasmussen ( J9g2) Jeveloped a classitication of human error towards this end. 

The skill-rule-knowledge (SRK) framework proposed by Rasmussen ( 19~6) classi!ies human behavior into 
three categories of ascending complexity: skill-ba.>ed behavior, rule-based behavior and knowleJge-ha.-;ed 
behavior. Any decision is made at the lowest !evd possihk. with progression to higher kvels only when 
a lower level fails to reach a decision. 
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Skill-based behavior represents psychomotor behavior without conscious control, consisting of automated 
routines that are driven by sensory data received as "signals" from the em·ironment (Rasmussen. 1986). 
Signals represent information that is a quantitative indicator of the temporal and spatial aspects of the 
environment, and inay trigger skill-based behavior by activating the automated behavioral routines of the 
human. Skill-based behavior is normally based on feedforward control and proceeds without conscious 
anention. 

From the aircraft inspection viewpoint. the movement of the pencil probe around a rivet or a sliding probe 
along a stringer (a row of rivets) during, for example. an eddy current inspection or an ultra-sonic 
inspection, represents skill-based sensorimotor performance involving some an10unt of feedback control. 
Similarly, the pre-anentive phase of visual search, as well as the extra-foveal process in extended visual 
search can be considered to be skill-based behaviors that are data driven and based on fcedforward control. 

Rule-based behavior represents consciously controlled. goal-mienteJ behavior guided by rules or 
procedures for action. These rules are stored pattc:rns of behavior that have been empirically derived 
during previous occasions or communicated as instructions from an external source (Rasmussen. 1986). 
Information during rule-based performance is perceived as "signs" which represent infiJrmation that 
activates or modifies the rules and depicts situations or environmental features along with the conditions 
to act (Rasmussen. 1986). Rule-based behavior proceeds towards a goal. utilizing feedforward control 
through rules and without demanding any deeper reasoning on the part of the human. 

In aircraft inspection. an experienced inspector interpreting the det1ection of the ultra-sonic meter. or the 
pattern traced on an oscilloscope during eddy current testing. can be assumed to be indulging in a 
rule-based behavior if the "signs" are familiar. Similarly. the extra-foveal process in search where cues 
on the periphery guide the next fixation can be considered a rule-based behavior. Rule-based search can 
also result from information gathered in the foveal component. for example bulging of aircraft skin triggers 
search for corrosion. Pre-determined search strategies. as a result of past experience. training, or work 
card instructions. can also lead to a rule-based behavior. 

Knowledge-based behavior represents goal-controlled. problem-solving performance in unfamiliar 
situations. It requires a functional understanding of the system. analysis of the current state. and response 
of the environment based on conscious, advanced reasoning while utilizing feedback control for error 
correction (Rasmussen. 1986). During knowkdge-based behavior. tl1e human perceives infomution as 
"symbols". i.e .. concepts about the functional aspects of the environment which rder to an internal 
representation that can be used by the human for reasoning (Rasmussen. l9g6). 

In aircraft inspection. knowledge-based behavior can occur ir. NDI. for examp:e during eddy current 
testing of rivets. when the inspector sees a curve traced on the oscilloscope screen of a shape never 
encountered before. !n this case the inspector ha' to use the knowledge of eddy curre!lt technology. 
knowledge about the instrument. knowledge about the aircraft. etc .. to interpret whether th<: signal 
represents a crack or not. Along similar lines. the use of cues to <.ktect visual defects needs active 
reasoning (know!edge-based behavior) until the association of the cue to tl\e ddect is wn:irmed. in which 
ca<;e the cue will trigger rule-based behavior. 
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Rasmussen (I 982) provides a framework for classifying causes of human error as a function of situational 
and task characteri sties and the error phenomenon. Basic error mechanisms arc deri vcd through the usc 
of a human information processing modd. linking human decision-making and responses to intemai 
processes. His model can be used to describe human behavior over the three ievels of cognitive control. 
and can he used to indicate decision aiding devices and training needs at these different levels. He 
specifically mentions that systems must be designed with interlocks and harriers where it is unreasonable 
to expect operators not to err and !hat systems should allow errors to be observed and reversed. A related 
work. (Rasmussen and Vicente, !989) idcntilks four systemic error mechanism categorie,: (1) effects of 
!earning and adaptation. eJ tmcrrercncc among competing control structures. 0/lack or resources. and 
( 4) stochastic variability of individuals. Rasmussen and Vicente ( 1989) describe examples of errors within 
thes~ categories and cognilive con!rollevels (sec Table 5.5} Simi!ar!y, Drury and Prahnu (199!) used 
the cognitive control classification to organize error shaping factors (see Table 5.6). 

EFFECTS OF LEARNING AND ADAPTATION: Ji 

Knowledge-based: 

e Rufe-baSBd: 
Skill-based: 

Search for mformat1on and hypotheSis testmgs in novel Situations may lead to acts wh1ch are ~~ 
judged as errors after the fact; 
The law of least effort may lead to underspectfied cues; 
Optimizatior. of motor sk1!! needs feedback from boundaries of acceptable performance (speed- !, 
accuracy tradeoff); r 

INTERFERENCE AMONG COMPETING CONTROL STRUCTURES: 

Knowledge-based: 
• Rule-based: 
• Skill-based: 

Knowledge-based: 
Rule·bassd: 

• Skill-based: 

STOCHASTIC VARIABIUTY: 

• Knowledge-based: 
• Rule-bassd. 

Ski/1-basoo· 

False analogies: 1nterference in means-end hterarchy; 
Functtcnal fixat.JOn: adherence to familiar rules; 
Capture by frequently used motor schemata: 

limitations of ltnear reasomng m causal net'Norks; 1nsuff1ctent knowledge. tJme. force, etc.; 
Inadequate memory 1or rules: 
Lack of speed. preciSIOn. force: 

S!tps of mEtmmy m mental models, I 

~:r~~:~s ::~~~~odn~t~a~ra~~;;:7t~r=t~~~;:e~~t~:=.5~otor nmse (variat1on tn force. preciSIOn if 
of movements); !l 

I 
Table 5.5 Pmcnlial Errors Described by l.evel or Cognitive Comwl and Sys!cmic Frmr Mechanisms 

d<:L'>ITWsscn an<l V icenl<.:, l \Iii\>) 

Rouse and Rouse. Roust: and Rllusc ( iYX3) propose a hehavior:!l cl~tssi:ic:.i!h'n scheme t .. r human errors 
which borrows heavily from Rasmussen's comrihutions. 1l1cy aucmpt It> an:tlyJ.t: humaP c'nm in terms 
of causes. as well as cuntrihuung fdcfors Jnd cvcnr.-..;. TI1cir ~chcniL' org.:.tni/l'.\ lwrn.:.tn l'ITOL\ around 
Rasmusst:n's flow n1odd ( JS/70) u! .:1n opL'fJ!nr's lnform.:J.~it)n pro\.'L'~ . ..,ing 1J.sk.. 11lis modd giv;_:-~ t!Jc 
foBnwing steps in lask !XrfornlJ.n\:\!'. 
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KNOWLEDGE-BASED ERROR SHAPING FACTORS 

Information Ova~oad • Excessive demands on memory . 
Incomplete Kno,. ledge • Knowledge lacking on system dynamics, parameters. side effects, etc . 
Delayed Feedback • Delays in feedback concerning the execution of decisions . 
Bounded Rationality • Limited cognitive capacity relative to problem size leads to satisficing 

behavior. 
Memory Cueing • Familiai infonnation in L TM is cued by problem content. 
Insufficient Consideration of Process • Past history disregarded when handling dynamic currant events . 
Causal Series Vs. Nets 
Attentional Limitations • Oversimplification of causality, thinking in terms of immediate goals . 
Confirmation Bias • Finite resources of attentional processes . 
Vagabonding • Tendency to maintain current hypothesis facing contradictory evidence . 
Overconfidence • Moving amongst issues without detailed consideration of any one . 
Memory Slip • Exc 1ssive belief in the correctness of one's own knowledge . 
Salactivity • Memory failure due to faulty activation of schemata . 

• Selectively process information. Attention to wrong features of task can 
Biased Reviewing result. 
Illusory Correlation • Error in reviewing planned course of action . 
Lack of Resources • Failure to detect correlation or understand the logic of covariation . 
Complexity Problems • Lack of mental capacity for causal reasoning, insufficient know!edge . 

• Problems in understanding system due to its complex nature . 

I RULE-BASED ERROR SHAPING FACTORS ! 
Availability • Tendency to use intuitive rulss or use rules that readily come to 

mind. 
Count&rsigns . These are input indications that the mors general rule is 

inapplicable. 
Rigidity • Mindset {':ognitive :.;onsetVatism) results in refusal to change 

familiar procecl•;re. 
Encoding Deficiency • Encode inaccurately or fail to encode the properties of the problem 

space. 
Inadvisable Rules • Rules that satisfy irr.med1ate goals but can cause errors due to Side 

effects. 
Wrong Rules . Rules that are wrong for the current situation. 
lnelegent Rules . Ru!es that achieve the goal but are inefficient. 
First Exceptions . Errors caused en first occasion that is an exception to the general 

rule. 

I SKILL-BASED ERROR SHAPING FACTORS I 
Omissions . Omission of actions/action sequences needed to achieve a specified 

goal. 
Perceptual Confusion . A familiar match is accepted instead of the correct match. 
SATO • Speed accuracy tradeoff. 
Motor Schemata Capture . Focussed attention absence leads to takeover by frequently used 

schemata. 
Stochastic Variability • Variability in control of movements. 
Reduced Intentionality • Delay between intent1on and action. 
Repetitions • Actions that are unnecessarily repeated. 
ReversaJs . Unintentionally revers1ng an action just committed 
Interference • Potential probl€1mS stemming from concurrent activit1es. 

Table 5.6 Definitions of Errm Shaping Factors (Prahhu. Sharit and Drury. lY'i2l 

xo 
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1. Observation of system state 
2. Choice of hypothesis 
3. Testing of hypothesis 
4. Choice of goal 
5. Choice of procedure 
6. Execution of procedure. 

Tilis classification scheme has been used to record and analyze human errors in several contexts: (I) 
detection, diagnosis, and compensation of engine room failures in a supertanker (van Eckhout and Rouse, 
1981), (2) human errors in troubleshooting live aircraft power plants (Johnson and Rouse, 1982), and (3) 
aircraft pilots in mission flights (Rouse, Rouse and Hammer, 1982). Results of these studies have been 
applied to the improvement of training programs and the development of checklists and other decision 
aids. 

5.3.2.1.3 Human Error in Aircraft Inspection and Maintenance 

Whereas previous research in aircraft inspection and maintenance has utilized various empirical human 
factors techniques, this effort uses a behavior-based human error modeling approach, housed in a 
conceptual aircraft inspection and maintenance system model (see Figure 53). The system model 
provides a framework for error classification and therefore, a basis for improved error management. The 
following section describes the system model of aircraft im.pection and maintenance. The final section 
details how the model might be useful for managing aircraft inspection and maintenance errors. 

5.3.2.2 A System Model for Human Error in Maintenance and Inspection 

The fact that errors emerge from, and are defined by, the interaction of system characteristics. indicates 
the necessity of a system approach to the description and control of these errors. Such a system view of 
aircraft inspection and maintenance includes not only the traditional interaction of the operator and task 
requirements, but also includes operator interactions with equipment. documentation. and other personnel 
within the constraints imposed by the environment. The system model (Latorella and Drury, 1991) 
contains four components: operators (personnel), equipment, documentation, and task requirements. These 
components are subject to constraints of both the physical environment and the social environment. The 
job component can also be considered as a subset of the organizational environment in which tasks are 
defined. Similarly, the workspace component is a subset of the physical environment. Tilis conceptual 
model is two dimensional as shown in Figure 5.3. The tempora! sequence of the individual tasks defines 
an axis orthogonal to the page. All other system elements interact with the current task component as 
shown in the plan view. Each individual task is subject to different combinations and degrees of 
influences from other system components, presented below. 

Operators. Aircraft maintenance and inspection operators (0) differ between organizations but belong 
in the same basic categories: inspectors (perhaps distinguished as either visual or NDT). maintenance, 
utility, lead inspectors, iead maintenance, inspection foremen, maintenance foremen. production foremen, 
and engineers. In addition to carrying out sequences of activities. personnel serve as informational 
resources to each other. Communication between personnel can be viewed as an information processing 
task similar to referencing a document. The organizational structure of the system imposes constraints 
on the amount of, fprmat of, and the personnel likely to ~:ngage in, collahorative prohlem-solving 
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communications. The affective and 
physical characteristics of people are 
also important. An individual's affect 
can influence motivation and hence, 
performance. Physical characteristics 
affect perception (e.g., visual acuity), 
access (e.g., anthropometry), and other 
tasks. 

Equipment. Both visual and NOT 
inspection use equipment (E). There 
is specialized equipment for different 
types of NOT, including: eddy 
current, ultrasonic, magnetic resonance, 
X-Ray, and dye penetrant. Visual 
inspection requires flashlights, mirrors, 
and rulers. Use of this equipment 
requires specialized knowh:dge of its 
operating principles, and equally 
specialized knowledge for the 
interpretation of its output. 
Interpretation of visual stimuli or NOT Figure S.3 
output necessarily requires infomJation 

System Mode 

Workspace 
D E 

T 
I 

0 

[T, 
Job 

Organlzational Env1ronment 

Phys1c2l Environment 

processing by the operator. but may also require communication with oth<:r personnel. The ability to 
perceive the information present in the visual stimuli or NDT output may be affected by environmental 
conditions, such as poor lighting. n.e ability to operatc: NDT equipment properly may also be affected 
by environmental factors. For example, some temperature and humidity combinations make precise 
movements difficult.. 

Documents. A variety of documents (D) is required for inspection and maintenance. \Vorkcards, which 
may include graphics and references to more compn:hensive standards manuals. specify the task to he 
performed. Forms (shift turnovers. NRRs) are used to communicate hetween personnel and to document 
procedures. while additional documentation is used for training and retraining purposes. The ability to 
communicate effectively through documentation is based on many factors. The fields specified on fom1s 
dictate the information and the structure of that information. Physical characteristics of forms. documents, 
and graphics affect the legihility of information and therefore. impac: the ability to accurately perceive 
this information. Issues of comprehension arc important for understanding the content of documents. 
Issues of representation are central to ensuring that graphics are appropriate and useful. 

Task. A task (Ti) is defi:Jed as the actions and ekmems of om: workcard or similar t:tsk order. Task 
characteristics which have been t(mnd to intluence inspection include: defect probahility. physical 
characteristics of the defect, the number of serial inspections. feedforward and kedb<Jck availability. and 
whether standards ar<' used (Rodgers. l9X3). These aspects of the !ask ne-cessarily in1eract with personnd. 
organizational. job. and envirnnmcntal characteristics. 1\:rsonal information processing hiast:s may interact 
with the task structure and pn:sent problems such as searciling in the wrong arc·a. The detlnition of a 
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defect is pan of the task which is ultimately establishca by the organization. An indication. which implies 
a defect, is defined as that magnitude which indicates that, given the cost/benefit tradeoff of repairing 
versus not repairing. a repair should be performed. The organization also dictates whether feedforward. 
feedback, and standards are used in inspection. The interaction of task characteristics and job 
characteristics may produce effects on inspection performance. The probability of defects affects the 
arousal level of an inspection and the expectation of finding a fault, which is also affected by the length 
of time an inspector performs a task and by physical factors such as fatigue. 

Job. Jobs (J) are defined by the collection of tasks that an individual is expected to perform. However. 
there are many characteristics of the job which can not be described by the characteristics of its individual 
tasks. Job factors are derivative of the organizational environment and provide constraints for tasks (e.g .. 
shift durations, work/rest cycles, day/night shifts, job rotation policies). These can further impact 
personnel physical (e.g., fatigue, eyestrain). affective (e.g., motivation, job satisfaction), and information 
processing (e.g .. attention allocation) characteristics. 

Workspace. The workspace, a subset of the physical environment, contains the task and the equipment. 
documentation, and personnel required to perform the task. While illumination is an attribute of the 
physical environment in general, task lighting (such as a tlashlight) is an attribute of the workspace. The 
degree of physical access afforded by the workspace is an important constraint on performance. Both 
these issues are currently being researched under continued funding on tbs contract (Gramopadhye, 
Reynolds, and Drury, 1992). 

Physical Environment. The physical environment is described by several paramdcrs: temperature, noise 
level and type of noises. lighting level and light characteristics. and electrical and chemical sources. While 
some of these factors can either enhance or degrade performance, others indicate potentially hazardous 
conditions. The level and spectral characteristics or lighting affects the perception of faalt indications. 
Impulse noises interrupt tasks and may result in skipped or unnecessarily repeated procedures. The level 
and frequency characteristics of noise affect the ability to communicate. Examples of hazardous 
conditions in the physical environmenl are exposure to X-rays emitted during X-ray NDT and fuel fumes 
encountered when inspecting the inside of a fud tank. 

Organizational En~·ironment. The organizational enviwnmcnt. olien ignored in L'le analys.:s of 
maintenance systems, has been shown to he intluential in the patterns of work (Tayior. 1990) and 
L'Jerefore, possibly in the patterns of errors. Factors which ha ,;e been identified as important include: the 
organization of work groups (or conversdy, the isobtion of workers). reporting structures. payoff 
structures associated with task pcrfmmant:e. trust within one class or personnel. trust between classes of 
personnel and levels of personnel. sclectionlplat:ement str~tegies. and human-machine function allocation 
of control and responsibility. Organizational constraints are infused into every lcvei of the organization. 
Regulatory agencies such as the FAA, JAA, and CAA mandate organizational form to some extent. Each 
organization has operational strategies and goals. These external and internal goals of the system. and 
constraints on the system arc opcration~lized into changes in orgar.izational structure, physical 
environment. task procedures, job descriptions. and pcrsonnd (skilkd or trained). 

Using the Svstem Model. The mode! in Figure 5.3 is useful for d<:picling the goals or the systcm and 
therefore the functions that should he support::d. 1ll<.: goals of the system are defined by tt:c requirements 
of the personnel component in isolation anc.J in conjunct:on with other sysll:m components. Tilt: personnel 
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component is primarily described in terms of information processing characteristics and limitations. These 
characteristics influence the behavior of individuals and their experience with other system components. 
The functions associated with the performance of tasks, use of equipment, and communication with co­
workers are subject to error and are therefore of primary concern. These fun::tions are then considered 
within the constraints of environmental factors which may affect error formation and/or propagation. 
Drury, Prabhu, and Gramopadhye (1990) have compiled a generic function description of the maintenance 
inspection task requirements as presented in Section 5.1. The desired outcome for each of the task 
functions (Drury, 1991) which can be considered as the task's goal can be stated and, following Drury 
(1991), decomposed into the steps taken to accomplish the desired outcome (see Table 5.7). 

Task 1 -INIT:ATE 1. i Correct instructions written. 
1.2 Correct equipment procured. 
1.3 Inspector gets instructions. 
1.4 Inspector reads instructions. 
1.5 Inspector understands instructions. 
1.6 Correct equipmer.t available. 
1.7 Inspector gets equipment 
1.8 Inspector checks/calibrates equipment. 

Task 2- ACCESS 2.1 Locate area to inspect 
2.2 Area to inspect. 
2.3 Access area to inspect. 

Task 3- SEARCH 3.1 Move to next lobe. 
3.2 Enhance lobe {e.g. illuminate, magnify for vision, use dye penetrant, 

tap for auditorJ inspection). 
3.3 Examine lobe. 
3.4 Sensa indication in lobe. 
3.5 Match indication against list. 
3.6 Remember matched indication. 
3.7 Remember lobe iocation. 
3.8 Remember access area iocation. 
3.9 Move to next access area. 

Task 4- DECISION 4.1 Interpret indication. 
4.2 Access comparison standard. 
4.3 Access measuring equipment. 
4.4 Decide on if it is a fault. 
4.5 Decide on action. 
4.6 Remember dec1siorJaction. 

Task 5 - RESPOND 5.1 Mark fault on aircraft. 
5.2 Record fault. 
5.3 Wnte repa1r action. 

.I 
Task 6- REPAIR 6.1 Repair fault. 

Task 7- BUY·BACK 7.1 lmtiata. 
7.2 Access. 

I 
7.3 Search. 

I 
I 7.4 Oac1sion. 

I. 7.5 Respond. 

Table 5.7 Detailed Breakdown of Aircraft Maint~n:.mcc and Inspection hy Task Step 
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Note that the use of equipment has been included within these task descriptions and therefore would not 
be considered separately. The most ambiguous situations encountered during aircraft inspection and 
maintenance typically result in an individual referencing another individual or a document fer additional 
information. These situations are underspccified and are usually unanticipated. lt is for these reasons that 
understanding the communication errors which may occur at these junctures is important. The type of 
communication of interest here is only that related to task performance. although other forms of casual 
communication, not discussed here, may indicate important aspects of the organizational and soc!al 
structure of the system. 

Errors must be described in the situational context in which they occur in order to identify contributing 
factors. Table 5.8 shows some relevant characteristics of system components with which the individual 
may interact for the 'initiate' task. Relevant characteristics of each system component can be identified 
for observed errors. The effect of these factors on performance has been suggested in man:• studies; 
however, the manner in which performance is afft!cted. especially by combinations of factors, requires 
additional empirical investigation. 

1.0 PERSONNEL 
1. 1 Physiological 
1.2 Psychological 
1 .3 Personality 

2.0 EQuiPMENT 
2.1 Hand Tools 
2.2 Displays 
2.3 Control 

3.0 DOCUMENTATION 
3.1 Type of Information Included 
3.2 Style (lntelligibi!Jty) 
3.3 Formatting (Visual Clar;ty) 
3.4 Content (Usefulness, 

Appropriateness, Veridical) 
3.5 Legibility (Physical) 

4.0 TASK 
4.1 Physical Requirements 
4.2 Informational Requirements 
4.3 Characteristics 

5.0 JOB 
5.1 Physical Factors 
5.2 Social and Organizational Factors 

6.0 ORGANIZATIONAUSOC1AL 
6.1 Structure 
6.2 Goals 
6.3 Trust 
6.4 Mobvational Climate/!ncentives 
6.5 Function .A!Iocation/Job Design 
6.6 Training/Selection Methods 

7.0 PHYSICAL ENVIRONMENT 
7.1 L1ghting 
7.2 Noise 
7.3 Temperature/Venbla~on 

7.4 Chemical Hazards 
7.5 Vibration 
7.6 Electrical Shock Hazards 

8.0 WORKSPACE 
8.1 Proximity 
8.2 Anthropometrical Constraints 

Table 5.8 System Component lnfluencing factors 

5.3.2.3 Previous Research in Human Error and Ain·raft Inspection and Maintenance 

There has not been a great deal of research on human err<Jr specifically related to inspection and 
maintenance. less still targeted to the inspection and nw.intenance of aircraft. Three approaches arc 
discussed below which address this specific research area. Lock and Strut! (l9ii5) employ a fault tree 
analysis approach to investigating and quantifying human error in aircraft inspection. Drury (1991) 
developed an error taxonomy of aircraft inspcctinn based on a failure modes and effects analysis. Drury 
(1991) also has shown a classification scheme for aircraft inspection errors hased ;m Rouse and Rouse's 
(1983) behavioral framework for investigating errors. These contrihutions are reviewed bciow. 
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Lock and Strut! (1985) begin Their reliability analysis of inspection with a rr.icrostructural model of the 
inspection process. They use this model to "develop a f1ow chan (Figure 5.4) which describes a typical 
inspection activity in which visual information is used to trigger further investigation using other senses" 

MS work pack 
I 

Access Task (A) 

Nate defec! 
c_ ______ J 

Next locat,on 

G0--·-----__j 

Figure 5.4 Inspection Model Flowchart (Lock aml Strutt. l9X5) 
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(Lock and Strutt. 1985. p. 71 ). They note that while particularly suited w area ch.:cks. the scenario is 
generally applicable to a wide range of iospection ta,;ks. 111\:se aulf'tors then analyze the: now chan li1r 

error-likely situations and they idc:ntify six potentia! erwrs in the inspection process: 
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t~1)nt1n1~" h.Js t'x"T:n J.:\..._~h•fX-'0 n~x·J ·,r, in,: r ... ·._~,;r:rti .. •;-. ;;i.J'i ..:. .rr-.~- .. h_·rl~.~· Jf'PI•l:J,.:h hl , .. ·rr,,r o~ntrol is 
rk!c:<.k:d h) h~lp id.~ntif;. f"\!.L"fitijl ~·TT\if'-. T!lu-.. .. the r:..t:r..~H1drl:~ l' :tlnh..'J ;.t! I!k· rhcnorypc~ of .:rror 
iHollnagd. li1XY1. that is. ohs.:rvL"d L"ndr-._ C ... ing tht..~ gcn-.:-ric tun;..:tiPn d.._., ... .-nptHJn ufthc n1;llntenai¥.:~ and 
inspection systL"m <Drury. L"l aL. 19Ytll. Ihc goal or out~ . .\Hlk' "r -:~~ .. :h !un...:~i,~cn w:.b pn,lulat~d a" ~ho~-n in 
Table 5.7. Th-:se ouli:omes th-:n form the h:1si;, ft'r identir: ing th.: 1:~ilure m,•tks ,.r the t:J.slc Towards 
this end. the tasks within c:~ch function were listed and the failure mode-s for e:~ch identifled. These 
included operational error data obtained from observations of aircraft inspecl\1rs. :J.nd discussions with 
inspectors. supervisors. <md quality control personnel involved in !he ain:ran maimen:mce task. over a 
period of two years (Drury. Prabhu and Gramopadhye. !990; Drury. 1991 L A sampk of the crror 
taxonomy (Drury, 1991) is shown in Tahle 5.9. 

The error framework developed by Rouse and Rouse (1983) has been used to record and analyze human 
errors in several contexts: (I) detection. diagnosis and compensation of engine control room failures in 
a supertanker (van Eckhout and Rouse. 1981). (2) human errors in troubleshooting live aircraft power 
plants (Johnson and Rouse. 1982). (3) aircraft pilots in mission flights (Rouse. R0use. and Hammer. 1982). 
Results of these studies have been applied to the improvement of training programs and the development 
of checklists and other decision aids. Drury (199 I) bas shown how this scheme may be used to classify 
errors occurring in botil visual and NDT inspection tasks (see Table 5.10)_ 
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Figure 5.5 

~::>Ceftoc:<~..=o;;;r. 

COO"e!.:r-s.~ 

Inspection Error Fault Tree (Lock and Srrun. 1985) 

5.3.2.4 An Approach to Aircraft I!ISpection and Maintenance Error :\lanagernent 

Error management may be considered as a three par1 ohjccti ve. Errors wi'Jch ;rre evident in an operational 
system (error phenotypes) must be identified and comroiled. Secondly. in order to rcdcce the likelihood 
of unanticipated error situations. errors must be predicted and systems must be designed to he error 
tolerant. Titird!y. error reporting systems must provide error and contextual info! ::nation in a form which 
is appropriate as feedback to personnel. Operators may then usc this inf;mnatim: ttl adjust their errPr 
control and prevention strategies or alter ~nvironn1ental ch:rrac!eristics. This s~ctiPn pr~s~ms strar-:gics 
for error control and prevention through error-tokranl systems. Finally. the n\..~d for a (\lnt•.!Xt-~cnsitive 
error reporting scheme is discussed. Error phenotypes (Hoilnagd. 1989). the specific. Phst:f\·ahk errors 
in a syste;n. pr0vidc the found.1tion for error controL Error pr~vention ar.d !h~ c.k\·: . .-J,)rmcn! .;.)f tk-'·;:i~n 

principles for error avoidance rely on genotype ident:fication (Hniinagei. 19X9). a.~s~,ciatcd hd1csior::d 
mechanisms. and their interaction \Vith system characteristics {R:1sn1uss..:n ~r!d Vic~~h~·. IY~Sl~. H~~-...-. :.:rr,,r 
phenotypes arc ohtained cmpiricaHy and from a f:.Uiur::-n1odc-:.md-effcc;~ ~::dv~is n!- t~...;k .:n:~: 
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communication models. These phenotype~ are considered in light of their ability to be self-correcting and 
the type of error which they represent. They are further characterized by L'le relevant aspects of the 
system components with which they interact. The resulting list of phenotypes, their error correctability 
and type, and the pertinent situational factors, allow designers to recognize tltese errors and design control 
mechanisms to mitigate their effects. Rasmussen and Vicente's (1989) methodology is used to identify 
genotypes associated with each phenotype. This methodology yields the mechanisms of error formation 
within the task context. 

TASK ERROR(S) 

TASK 1 -INITIATE 

1.1 Correct instructions written. 1.1.1 Incorrect instructions. !• 
1.1.~ Incomplete instructions. 
1.~.3 No instructions available. 

1.2 Correct equipment procured. 1.2.1 ln~orrect equipment. 
1.2.2 Equipment not procured. 

1.3 lnspactor gets instructions. 1.3.1 Faits to get instructions. 

1.4 Inspector reads 'nstructions. 1.4.1 Fails to read instructions. 
1.4.2 Partially reads instructions. 

1.5 Inspector unclers!ands 1.5.1 Fails to understand instructi-ons. 
inst.-uctions. 1.5.2 MisinteiJ'rets instructions. 

1.5.3 Does not act on instructions. 

1.6 Correct equipment available. 1.6.1 Correct equipment not available. 
1.6.2 Equipment is incomplete. 
1.6.3 Equipment is not wori<ing. I 

,_? Inspector gats equipment 1.7.1 Gets wrong equipment 
1.7.2 Gets incomplete equipment 

I 1.7.3 Gets non-working equipment 

1.8 Inspector checks/calibrates 1.6.1 Fails to check/calibrate. 
equipment 1.8.2 Checkslcalibr.ate incom>eUy. 

Table 5.9 Sample of Ain.nft Maintenance and inspection Errors by Task Step 

This information in conjunction with consideration of influencing situational variables can predict the 
forms of novel errors and suggest design principles to prevem error formation and/or contain error 
propagation. 

5.3.2.4.1 Error Controi and Prevention 

Error control is appropriate for the expedient eradication or mitigation of error-situation effecis. However, 
there is much wisdom in the adage "an ounce of prevention is wonh a pound of cure:" error prevention 
is more efficacious than error controL Error prevention requires error prediction and the design of error­
tolerant systems. 
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I I 
LEVEL OF PROCESSING POSSIBLE ERRORS 

1. Observaljon of System Slate Fails to read diSplay correctly. 

2. Choice of hypothesis Instrument will not calibratEr inspector assumes battery too low 

3. Test of hypothesis Fails to use kr.u,.:.,dge of N1Cads to test I 
-j 

4. Choice of goal Decides to search 1or new battery. 

I 5. Choice of procedure Cahbrates for wrong frequency. 
I I ~~====6=.=Ex=ec==u=tio=n~o=!~p=~==e=d=u=m==============~~==O=m='t=s=m=n~g=e=ca=· =l'b~m=b=o=o=s=ffi=p=.====================~~ 
Table 5.10 Example of Possible Errors for Task Step of Calibrat<: NDl Equipment (from Drury. 199!) 

Error control strategies em be derived hy classifying erwr phenotypes according to components of the 
system model (sec Figure 5.3) and according to Rasmussen and Vicent..:'s ( l9XY) systemic error 
mechanisms. This classification framework aids in suggesting intervention strategies appropriate to the 
error and the system components involved. The system model provides a useful means or classifying 
observed errors a.1d relating them to specilic human facwrs interventions. There arc a number of 
personnel factors of general importance to controlling errors. Pcrsonm:l interaction'> arc extremely 
important aspects of the performance of the inspection and mainte1ancc tasks. These intcrac!ions can ne 
immediate but are also accomplished through the use of forms and notes which allow personnel to 
communicate with fewer temporal and spatial constraints. Communication i:; information transk.-rcd 
between not only personnel but between personnel and dm:umentatil'l1. TI1is extension of the common 
usc of "communication" is logical given that documentation can be considered as a limited. static 
representation of some individual's (or group's) knowledge. Equipmcm should be designed to support 
task requirements and accommodate human int(Jrmation processing characteristics. The job and the 
individual tasks should be designed such that they can he an:omplished at the desired !evd (Jf 
performance. for the desired duration of performance. without physical or affective stress. The physical 
and organizational environments should be designed to enhance task pert(Jrmance and ensure the safety 
and motivation of personneL 

Various intervention strategies have been suggested forth<: cDntml and pn:vcntinn Pr ~:rrms. Rnusc ( 19X5l 
identifies five general interventions and proposes a mathenl.l!ical nmdd for dcscrihing ''Ptima! resource 
allocation among the strategies. These live general categories arc also rdkcted in the: more detailed listing 
of intervention strategies proftcred hy Drury. ct al.. ( 1'190). These intcrvc:mions hav~ hecn tailored to the 
aircrafl inspection context and were classified as either shnrl-lerm or long-t..:rm strategies. 1l1e 
intervention strategies from these two sources arc described in detail in Tahlb 5.1 !, 5.12, and 5.13. 
Tatle 5.Il presents a compil:Hion of the intervention strategies and design guiddines proposed by 
Ra-;mussen and Vic.:cn!e ( i<.IX'l). Drury. et al .. ( l <.1'10). and Rouse ( 19X5l. 1l1ese intervention strategies and 
guidelines arc ciassi!lcd hy the !<:vel or cognitive control (Rasmussen. lYXol which they affect and the: 
type of systemic error (Rasmussen and Vicente. lYXYl they address (sec Tahle 5.12). Intervention 
strategies can also he classilkd hy the component(s) nr the aircraft inspeclion and maintenance system 
they alter. Table 5.13 present:; the compiled intervention strategies ami <.lesigr; guidelines classilled hy 
levels of cognitive controL syst~tnic ~!TOr and syst~rn cotnponcnt. Further n,::fin~n1t:nt of classitl<.:atinn 
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within system components (sec Table 5.8) is possible with the aid of a more detailed decomposition of 
these components (see Latorel!a and Drury, 1991). 

SHORT-TERM INTERVENTIONS (Shepherd, et al., 1991) 
1. Worl<:sheet design 
2. NDI equipment calibration procedures 
3. NDI equipment interiace 
4. NDI equipment labeling of standards 
5. Support stands 
6. Area localization aids 
7. Stands/areas for NDI equipm.gnt 
8. Improved lighting 
9. Optical enhancement 

1 o. Improved NDI templates 
1 1. Standards available at the wori<place 
12. Pattern recognition, job aids 
13. Improved defeci recording 
14. Hands-free defect recording 
15. Prevention of serial responding (inadvertent signoff) 
16. Integrated inspecbon/repairlbuy-back - improve written communication 
17. Integrated inspection/repair/buy-back- improve verbal communication 

LONG-TERM INTERVENTIONS (Shepherd, el al, 1991 and Rouse, 1985) 
18. Identification of errors - error repo!"ting 
19. Integrated information systems tleedback, !ood!orward, directive) 
20. Trabing 
21 . Selecticn/placament 

ERROR REDUCTION RESOURCES (Rouse, 1985)(also notes training and selection) 
22. Equipment design 
23. Job design 
24. Aiding 

RASMUSSEN'S "COPING" GUiDELINES 
(Rasmussen anci Vicente, 1989) 

25. Make limits of acceptable perfonnance visible while still reve'Sible 
26. Provide feedback on the effects of actions IG cope with time delay. 
27. Make latent conditional constraints on actions visible. 
28. Make cues for action put only convenient signs. but also represent the necessaJY 

preconditions for their validi!y (symbolic). 
29. Supply operato'5 with tools to make experiments and test hypotheses. 
30. Allow monitoring of activities by overview displays. 
31. Cues for action should be intsgrated patterns based on determining attributes (symbolic representations). 
32. Support memory with extemaiization of effective mental models. 
33. Present information at level most appropriate for decision making. 
34. Present information embedded in a structure that can serve as an externalized 

mental model. 
35. Support memory of items, acts, and dat2 which are not integrated into the task. 

Table 5.11 Error Management Strategies 

The above methodology was developed to control errors, i.e .• for error phenotypes which are observable 
errors in the system. An extension of this methodology provides a means by which intervention strategies 
can be identified to control unanticipate.d errors once they occur. In this extension. error genotype'.s. rather 
than the aforementio11ed phenotypes. arc classified accorcling to the system model. using Rasmussen and 
Vicente's (1989) systemic error categories and Rasmussen's ievels of cognitive control (Skill. Rule, 
Knowledge). This characterization of error genotypes allows prediction of possible, but so far 
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unanticipated, error phenotypes. Unanticipated errors can be predicted by considering tasks at each level 
of cognitive control and each error mechanisms' possible perturbation ::Jf performance within the context 
of the specific system components involved. Given an error genotype cell, intervention strategies (which 
a!so have been classified by system component, systemic error mechanism, and cognitive control level (see 
Table 5.13) can be identified for its controL 

~ 

r LEVELS OF COGN!TIVE CONTROL 
SYSTEMIC 

ERRORS SKILL RULE KNOWLEDGE 

Learning and Adaptation 6, 11, 12, 20, 22, 24, 25 1,2,11,20,22,24,28 1, 13, 16, 17, 16, 1~ 
22.24,26,27, 29 

Interference Among 12, 14,23,24, 30 3, 11,20,22,23,24, 31 1, 3. 15, 16, 17, 19, 20, 23, 
Competing Control 24, 32 
Strucluree 

Lack of Reeources 33 33, 34 1, 3, 4, 13, 16, 11, 19, 20, 
21,22,23,24, 33,34 

Stochastic Variability 2, 3, 5, 6, 7, B. 9, 10, 12, 14, 2. 11, 14, 16, 17, 20, 21, 22. 4, 16, 17, 20, 21, 22. 35 
16, 17, 20, 21, 22, 23, 24, 24, 35 
35 

Tatle 5.12 Error Management Strategies by Systemic Error and Level of Cognitive Control 

5"3.2.4.2 Error Tolerant Design in the Aircraft Inspection and Maintenance System 

An error tolerant system has been defined as a system which ensures that recovery from errors is possible, 
in the sense that actions are reversible and/or that the system is resilient to inappropriate actions (Rouse, 
1985). Reason (1990) suggests that one way of making systems more error tolerant i; to identify "those 
human failu~es most likely to jeopardize the integrity of the plant and to defend ;.gainst u'lem by 
engineered safety devices or procedures" (p. 233). For example, the "30-minute rule" allows nuclear 
power plant operators 30 minutes of thinking time in an emergency through the use of automatic systems 
which can return a plant to a safe state without human intervention. Reason also notes that, where L'lese 
safety devices are themselves subject to human errors, independent, redundant systems should be provided 
(p. 233). The design of error tolerant system procedures and devices can be guided by the error control 
and prediction framework previously described by incorporating interventions in plant and operating 
procedure design. 

5.3.2.4.3 An Approach to Reporting Aircraft Inspection and Maiatenance Errors 

Currently, error reports are primarily used for documenting error situations for administrative purposes by 
internal or external regulatory agencies. There are many different regulatory mechanisms for n:porting 
errors to the FAA. In addition, the Air Transport Association (ATA) has proposed modifications to those. 
All of these reporting systems have the following common features: 
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I. They are event driven. The system only captures data when a difficulty arises or a defect is 
found. 

2. Aircraft type and structure serve as the classification parameters for reporting. 
3. Expert judgements of error criticality are used to further ciassify data and determine its urgency. 
4. To some extent in all systems, the feedback of digested Jata to users is not wel!-engit;ecred. 

Thus, for the end-user level, the data collection effort is largely for naught. 
5. They can result in changes in maimenance and inspection procedures; for example. by issuing 

Airworthiness Directives (ADs). 

Error reports in maintenance and inspection produced for administrative purposes are typically concerned 
with establishing accountability for an error ~nd its consequences rath..:r than understanding the causal 
factors and situational context of the error. This type of information is not appropriate for use as 
performance feedback to inspectors or maintenance personnel, nor is it helpful information for error 
tolerant system design. Error reporting schemes are developed from within an organization and therefore 
vary greatly among organizations. The framework of these error reporting schemes is event driven and 
developed iteratively, thus additions are made only with the occurrence of a ,1cw error situation. To a 
large extent, the information recorded about a situation is constrained by the format of the error reporting 
scheme. For example. in one error reporting scheme. the reviewer is required to attribute the error to 
some form of human error unless the situation can be described as an "act of God" (Drury. 1991). 
Analysis of the data collected by such a scheme will invariably find the human at fault. rather than 
working conditions, equipment, procedures, or other external factors. This biased represcntalil'n has 
serious implications for error prevention, especially considering that equipment design and job aiding have 
been found to be more efficacious than selection or training approaches in error prevention (Rouse. 1985). 
To alleviate the difficulties of inconsistency, and provide an appropriate and useful structure for error data 
collection, an error reporting scheme should be developed from a general theory of the task and the factors 
which shape how the task is performed. Principally, the behavioral characteristics of the operator. but 
ideally also organizational environment. job definition. workspace design, and the operators' physical. 
intellectuai and affective characteristics should be considered. Effective error categorization systems arc 
not only descriptive but are prescriptive, providing information for specific intervention strategies (i.e .. 
Langan-Fox and Empson. 1985 and Kinney, et aL, 1977). 

As Rasmussen, Duncan, and Leplat ( 1987) note. it is necessary to shift the focus of analysis from the task 
to the interaction of the task and the operator for classifying errors. furthermore, taxonomks of human 
error must encompass the analysis of not only the task characteristics but also the information processing 
mechanisms associated with the suhtasks. It is apparent that other situational characteristics (i.e .. 
environmental conditions) are also useful for the sensitive classificatil>n of errors (Stager and Hameluck. 
1990). Correlations of errors with situational factors, with remedies anc:npted, and with the effects of 
these remedies. may provide important feedback for identifying error situations. assessing error criticality, 
and determining error consequence-minimizing solutions. Both error control and error prevention would 
benefit from an error reporting system which captures the causal factors and situational context of an error 
situation. 

Both the taxonomic approach of Drury and l'rabhu (199!) and the taxonomy for error management 
strategies developed here can he used as a basis f(){ formulating error rep0rting schemes. Upon 
occurrence. errors can be clas>ified by level of cognitive control, type of systemic error. and by causal or 
catalytic elements of the system. As previously mentioned. the categories of system clements can be 
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refined as illustrated in Table 5.8 to provide a more descriptive error characterization. ldentiiication of 
these parameters will likely involve detailed investigation of the error situation, including extensive 
operator interviewing. Tilis data store can be analyzed for trends in cr.or sequences. effects of different 
intervention strategies on error-type frequency. ano for the cffica:y of intervention strategies over all types 
of errors. Identification of error sequences and the effects and interactions of system clements provides 
important feedback information for performance and fccdforward information for training. equipment, and 
job design. A prototype error reporting system based on the above considerations has been proposed as 
a short-tenn project with an airline partner. 

5.3.3 A FRAMEWORK FOR INFORMATION ENVIRONMENT DESIGN FOR AIRCRAFT 
INSPECTION 

Inspection is information processing. Other aspects of the inspector's task, such as physical access to the 
work and body posture during work, are subordinate :o thls central task. If information processing is the 
essence of inspection, we must examine the sources of information used (and not used) by the in~pcctor: 
how infonnation is received. processed and generated. Hence. the inspector's information enviroruncnt 
is a critical part of the inspectirn system. 

Any system involving a human is typically closed loop (e.g., Sheridan and Ferrell, i 974). Obvious 
examples are in flying an aircraft or driving a car, but the concept applies equally to inspection tasks. As 
shown in Figure 5.6. the human in the task receives some in~truction. or command input to usc systems 
terminology. The operator and any associated machinery transform thls cornma.'ld input into a system 
output. To ensure stable performance. the system outp•1t is fed back to the input side of the system. where 
it is compared against the command input. If there is any difference (command minus output) the system 
responds so as to reduce thls difference to zero. 

I 
i Command: 

From the model in Figure 5.6. it is 
obvious that two types of information 
can be distinguished. The input is 
command infonnatlon, while the output 
is feedback information. Both have 
been shown to be amenable to 
manipulation to improve system 
perfonnance. Not obvious from 
Figure 5.6 is that the command input 
may be complex. and includes both 
what needs to be accomplished and 
help in the accompiishment. Tnus. 
input may give both directive and 
feedforward infor.nation. A work card 
may contain "detailed inspection of 
upper lap joint" in a sp<>.-eified area 
(directive) and "check particularly for 

~~c~,, ---- -
• System 

I 

I 

. 
corrosion between stations 2800 and F1gure 5.6 
2840" (feedforward). Thus. there are 
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really three potential parts to the information environment: dir-:ctive information. fecdforward information, 
and feedback information. 

Three of the strongest influences found in case studies of inspection performance arc time pressure on the 
inspector, feedforward of information to the inspector, and feedback of detailed performance measures. 
We restrict ourselves to examining the various aspects of fecdforward and feedback information in the 
context of aircraft inspection; the time pressure aspect is dealt with under speed accuracy tradeoff in 
Section 5.3.4. 

In the subsequent sections we present a model of the information flow in aircraft inspection. This model 
serves as the basis for understanding tJ'le information environment that the inspector is a part of. We then 
present two approaches to analyze the information rq~,;irements of the inspection task: (a) skill-rule­
knowledge (S-R-K) based approach. and (b) error taxonomic approach. Finally, a study to investigate the 
effect of feedback information is described. 

5.3.3.1 A Model of Information Flow in Aircraft Inspection 

To perform optimally in the system, the ins~ctor has to have access to the relevant information and the 
informatinn environment has to provide this information. We have to reconcile the. perhaps conflicting, 
issues of: 

• What information to present. 
• When to present this information. 
• How to present this information. 

Ir. designing the flow of information. the designer must take into account human processing of information 
and the cognitive abilities of humai'lS. It is important to develop a model of the information environment 
in order to analyze the current system and propose design changes based on identified problems. Towards 
this end we propose a feedforward/feedback information model of aircraft inspection (sec Figure 5.7). 
This model represents both the physical work flow and the information flow. It also highlights the 
cognitive aspects of the inspection task and its interaction with the information environment. 

This model allows us !o target the components of feedforward (training, documents. etc.) and feedback 
(missed defects. defect rate, etc.) L'lat have to be analyzed for efficient design of the information 
environment. 

5.3.3.1.1 Feedforward Information 

From the model (Figure 5.7), feedforward information to the inspector is seen to come from the following 
sources: 

I. Initial Training 
2. Manufacturer IF AN Airline Operator documents. 
3. On-the-Job experience on a particular aircraft. 
4. Information gathered from co-workers. 
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Figure 5.7 Model of Information Row in Aircraft Maintenance and Inspection (Drury and Prabhu. 
!991) 

5. Command information in the form of standards. 
6. Utilization of understanding about the fault causation mechanism in an aircraft. 

Initial Training_ Taylor (1990) notes aircraft orientation training for new mechanics. at large sites. 
However. smaller sites had no formal training programs in place. No formal inspection training programs 
were observed or reported at any of the airlines. Typically, inspectors hold an A and P license and have 
maintenance experience. Taylor (1990) found that the current hangar maintenance organization has a 
bi-modal experience distribution of 30 plus years and three or fewer years. 1be inspectim. group is 
expected to have a similar distribution with three to five years added to the lower v:>lue. 

The current state of training places much emphasis on both the procedural aspecl~ of the task (e.g., how 
to set up for an X-ray inspection of an aileron), and on the diagnosis of the causes of problems from 
symptoms (e.g .• troubleshooting an elevator control circuit). However. u'1e inspectors we have studied in 
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our task analysis work have been less well trained ill the cognitive aspects of visual inspection itself. How 
do you search an array of rivets -- by columns. by rows, or l>y blocks? How do you judge whether 
coTTosion is severe r:nough to be reported? 

Most of the training is on the job where an experienced inspcctor puts the novice through his paces and 
shows him the various aspects of inspection. TI!is is highly realistic but uncontrolled and there is a high 
likelihood for development of inconsistent ir.spection practices. Our experience in training inspectors in 
manufacturing industries (Kleiner. 1983) h'lS shown that a more controlled training environment produces 
better inspectors. !f training is entirely on-the-job. then two of the main determinants of the training 
program--what the trainee sees and what feedback is given--are a matter of chance; i.e., of which pa;·ticu!ar 
cl.::fects are present in the particular aircraft inspected. 

We need to develop training procedures for the search and decision making components of aircraft 
inspection by using human factors techniques that include cueing. fee.dback, active training, and 
progressive part-training as suggested by Drury and Gramopadilye (!990) and detailed in Section 5.3.5. 
It has been found that off-line controlled training successfully transfers to the more complex on-the-job 
environment. The trainee is prepared to make maximum use of what is seen on the job, rather than 
confining the learning process to trial and error. Because of the controlied and concentrated trai!'Jng 
experience, trainees can ?rogress faster to the same level as experienced inspectors. 

Documentation. Tnere is an immense amount of potentially useful information available both in paper 
(hard copies) and paperless (computer, microfiches) form. We list below some of the important 
documents that form the information environment. Note that t.t>Js is not a complete listing of all available 
documents. 

The documents are generated by a triad consisting of the Federal Aviation Administration (FAA), aircra.fl 
manufacturers, and aircraft operators. There is a complex, multi-dimensional interaction in the flow of 
data between these three. Manufacturers require feedback from operators to determine acceptability :md 
reliability of a product and its components. Airlines require product support information from the 
manufacturer. The FAA requires data from both the airlines and the manufacturers concerning product 
reliability and safety issues. Tne Air Transport Association (ATA) coordinates the flow of data among the 
three triad members (Shepherd. 1990). 

We have to understand L'1e problems created by !he tnismatches between the needs of the inspecwr {who 
is looking for information) and the design of the documents (that present dato.). There is a critical need 
for usable knowledge. which gets translated to utilized information on the job. From a document design 
viewpoint we have to focus on creating usable document~. Information flow design and system design 
should ensure the availability of documents at the right place at the right time. The demonstration project 
presented in Section 5.2.1 is an example of applying document design techniques to one !ype <>f 
document. tile workcard. 

Experience on a Specific Aircraft Tvpe. Aircraft at a maintenance facility are serviced over various lengths 
of time depending on the type of service. The transfer of an aircraft to a different facii!ty (other t.'lan the 
one it normally goes to) is very rare and occurs in case of contingencies or in case of heavy workload at 
the regular facility. Similarly. movement of personnel between different facilities is very low. Thcs. most 
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maintenance and insj)P.-etion personnel accumulate experience on a particular type of air;;raft. The effect 
of such job specialization on the occasional inspection of a different aircraft !ype has no; been studied. 

Knowledge about the aircraft is accumulated over a period of time through on-the-job wmk. Experienced 
inspectors gradually develop an understanding of L'lc caase-effect relationship of defects and also know 
what to look for and where. Thus, there is a store of distribU!'.xl knowledge or expertise residing in the 
inspection organization. Individual inspectors normally have access to rhis distributed kr.owledge through 
informal contacts with fellow inspectors. which leads us to the next section. 

Information from Co-Workers. The relevant relationships in heavy maintenance have been identified by 
Taylor (l99G), to include: 

l. Superiors with subordinates 
2. Members of same group with one another 
3. Members of different work groups 
4. People inside enterprise intcmcting with people outside that system. 

Airline inspectors typically work iP.depcndently and occasionally in tea!ns of two. Tnc frequency of 
formal meetings amongst inspectors varies from airline to airiine. !n one airline. weekly safety meetings 
are held where any communications from management arc conveyed to the inspectors. In anot.'ler case 
there is a daily meeting at the beginning of the shift where the day's work and assignments are discussed. 
Drury. et al .. (1990), during the task analysis of inspection in the airline industry. found few formal 
meetings of mechwJcs or inspectors despite frequent informal contact among inspectors. <:nd less frequent 
contact between inspectors and mechanics. 

Contact IJetween inspectors. in different shifts. was observed at some sites where shifts overlapiJl->d by an 
hour or so. The mechanics and inspectors contact each olher for buy-back or for approvai of a repair. 
This contact for advice/instruction is the only formal information exchange between the inspector and the 
mechanic. There appears to be no formally orgwJzcd iorum that can channel the cEstributcd knowledge 
for more efficient access by individuals who need lllis information. 

Mechapjcs who find faults dtJring scheduled maim.::nance notify the inspectors. Tnus. an infoPTlal syslem 
of communication exists. However, there arc various ways in which such a system can break dowr:. An 
experienced inspectcr might know. for example. that H1~ lin.o maintenance peopk ~ave in the past 
improperly used magnetic screws around the landi::g light as a contingency measure. Thus. he/sne wouid 
examine L'1e screws around the landir.g light in view of L'lis knowkdge. A new inspector may not have 
had access to this issue (which is nvt menti0ned in a workcard or any d<JCumentation elsewhere) ;:nd could 
fail to catch such a f:lult. Similarly, an inspector who documents a fault anrllhc ins;x~c!()f whu approves 
the repair done on this fault may not be the sarr:~ and thus. any insj><!ction error in this case !!Oes 
unnoticed by the inspector because of a lack of a forP.lal feedback system. 

Command Information with Comoarative Stanmrds. There seem to be almost no st:mffimls that are 
accessible to inspectors for defects !ike corrosion. cracks. dishcdlpxlchcd rivets. wear. com;:xment play. 
etc. A small subset of standard« does exist with !he manufac•urcr. FAA. etc .. but these have not been 
organized into a scheme for utilizing comparative standards on tl1c job. The c!oscst inspectors come to 
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a standard in visual inspection is to use adjacent areas to make a comparison. wi'Jch is na! a reliable 
method (Drury, 199!) 

During a decision making process, both the !ntemal a11d external retriev<il of information is 11ecessary. 
The degree with which external and internal retrieval of infvrm:!lion is requir:od could be a maJOr 
oeterminam of LlJe strategies adopted during decision making. 

As ;.n ..:xample, during visual search for corrosion around rivets or in a do~Jr frame tl:e inspector comes 
across an indication. The inspector has to make a judgement call whelher trJs indication should be 
marked as a defect or let go. tf the corrosion is evident with.hlt a dourt. then the dec1sion process is 
simple and the task is almost like a pure sc:rrch task. On L!Je other hand. when the evidence for corrosion 
in the indication is not conclusivt. the inspecto~ has to: 

I. Retrieve internal information about instances of' Jrrosior. 10 make a match (recall pallems). 
J.. Approach peer~ f'T s::tpervisors for hcip on judgement. 
3. Refer to comparison standards availabie at the work point. 

It has been found that the higher the information load and the more likely th<.: chance of error. the more 
an operator is forced to remember or recall information of relevance. Also. external information retrieval 
(from other inspectors) is a functioa of me op~rator's perception of criticality of this pa.-Jcular decision 
and availability of inspectors within a reasonable vicinity. For example. the inspector perched up on the 
horizonial stabilizer of a DC-9 is less likely to go down and cai; a supervisor to come up and have a look 
at an indication. particularly if he perceives !hal a v.Tong decision on his pan may nO\ he critical. 

It has been knmvn for raany yea1s that if comparison standards arc available at the work p0int. more 
.. Jrate inspection will result. Yet in ma."ly cases such staJldards are not available \o the aircraft inspector. 

r'or example, if the maximum allowable depth of a wear mark is given as 0.0!0 inches. ther..: is neither 
a convepjent way ll measure this. nor a readily available standard fm cemparison. Other examples are 
play in hearinss and cable runs. areas of corrosion. and looseness nf ri v.:ts. All arc considered to he 
"judgement calls" by the inspector. !)ut simple job aid.-. perhap~ as part of !he wcrkshe.:r. or standard 
inspection tools. would remove a source of uncenaimy. Leaving standards to unaided human mei"'ll'Y 
may be expeditious, but it is also tmreHarle. 

Utilization of Understandinl:! abotit the Fault Causation Mechmism in Aircraft. Lspcction of aircraft is 
largely composed of pure search activities followed by decision-making tasks whose outpm is of the !(>rnl 
of ··acceptablclnon-acceptablc". However. some areas of inspection in\'olve utilization of cues. knowledg..: 
of how faults arc caused. and knowkdgc of how the bchaYior of one panicular aircraf! to'llponcm 
indicates behavior of related components. Examples are: 

• dirt streaks around a rivet on the fusdage indicate a ioos.: .-ivet. 
• bulging of the pain! on the aircraft skin indic:1tes underlying corrosion. 
• scraped paint al the fairings indicates umlerl;.ing fairings ar.: mt-hing. 
• play at the flap valles points to worn out hearings or tracks. 
• fiat ~pots on !he wheel indica:c a possible pmb!em 'J.ith tll<.: anti-skid sy~tem. 
• powdery material on the skin indicates prnhabl<! corrosina. 
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Use of such indirect evidence is a powerful technique to ~nhance detection and discovery of a fault. 
particularly where faults are not oirect!y accessible w pure visua!Jauditory/tactile search. 

There is a necessity to gather the knowledge required for this indirect fault indication from experienced 
inspectors who understand the utilization of such cues. There is also a need to identify the mappings 
between defects ;me:' fault causation mechaPJsms for a wide variety of such defects. The decision-making 
activity can :·.en be converted to a rule-based. procedural type of task. Rules thus formed can be used 
in a.TJ effective training scheme to help inspectors increase the efficiency of the search and decision making 
process. 

This approach ca.11 be extended further to form an inspection data base which can be continually revised 
and updated to reflect the distributed knowledge that exists not only in a specific airline but across all 
airlines. Such a global knowledge-base would thus receive its input from experi::nced inspectors all over 
tlle aviation industry. thus consistently benefitting all users. It is aiso conceivable that an expert system 
could be developed that makes use of such a data base and supports decision-making tasks. Such a system 
would suppon queries like: 

• 

• 
• 

• 

"l am in the tail compartment. Current inspection area is aft of APU compartment bulkhead, list 
keypoints." 
"Inspection area is APU shroud. list past history of cracks." 
"lndkations at rivet on lap joint at stringer S-34 between body station 890 and 900 points to 
<:orrosion. show grap/lics of likely corrosion in this area:· 
"There is excessive play at the flap vanes. what are the problems indicated by this.". etc . 

5.3.3.1.2 Feedback Information 

Feedback information ir. aircraJt inspection can be used either on the job or in training. Use of feedback 
on the job has been found to reduce the !lumber of false alarms as well as reduce missed defects. Training 
scnemes implementing feedb:Jck have been usea !o improve learning rates. 10 develop schemes. and for 
the efficient transfer of training skills to on-the-job performance. 

On-The-Jo!:l Feedback. There seems to be no systematic and obvious system in place L'lat provides 
feedback to the inspector. For example. feedback during access ca.'l bt: given by a well d..:signed workcartJ 
system incorporating unique landmarks in the figures (Drury. ! 990b). Feedback in scarchidecision making 
comes when the inspector talks to a supervisor or a fellow inspector to confirm a borderlifr-! case. although 
this occurs rarely. Also rare is the feedback that could come from the repairer or the buy-ha.:k inspector 
who both have potential data on the fault. 

Feedback also seems to depend on the type of defL'!:L Airlines have a system to classiiy th..: various 
defects found during inspection/maintenance. There are specific ruics by the FAA for this classification. 
Normally. defects get classified in three broad categories: A. B. and C. Type "A" defects are tile most 
critical ones and have to be immediately corrected. Type "B" defects are corrected immediately. or the 
maintenance action is deferred to a pre-specified time based on current and projectt.'Cl wo;-kload. The "C" 
defects are generally deferred to tile next inspection. Thus. there exists a possibiiity of fet.'Clback !n the 
case of" A" defects. and some "B" defects. hecause of the time frame within which maintenance action 
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is taken. This would normally occur through buy-back inspection. However. even this opponunity would 
be losl if the buy-back inspector is different from the one who wrote the non-routine defect item. 

There is very little feedback on any defect that tlle inspector misses. This feedback can only occur 
tllrougi'1 audits and quality control inspections, but these systems do not ensure consistent feedback to all 
inspectors on a regular basis. 

At this point we have to also recog11jze thai, although it is very desirable w provide feedback, there are 
bound to be instances where this would be economically infeasible, and in some cases impossible, due to 
b'le n2!,me of ·,he task. fu examp\e. proviuing n~gu\ar feedback on mi.ss~d l'.efer.:\s is n<A viab\e, as it 
would involve re-inspection similar to auditing on a regular basis. Similarly. having a system that calls 
for feedback on every defect may be too expensive due to time factors and logistics. In such cases. 
alternate schemes like periodic re-training or off-line feedback could be utilized to re-calibrate inspe::tors. 

Feedback in Training. As explained in the earlier s.:cilon. the feedback in aircraft inspection is relatively 
scarce. and on the occasions that the inspector gets feedback (e.g .. an audi:). i: is delayed in tim.:. 
Delayed feedback makes learning by practice alone difficult (Woods. !989). 

The use of knowledge of results (feedback) in trair.;ng is well documented. The trair.ee needs rapid. 
accurate feedback in order to correctiy classify a defect or to know wheu'ler a search panern was effective. 
However. when training is completed, feedback is rare. The training program should start with rapid, 
frequent feedback, and gradually delay tilis until the "working" level is reached. More feedback beyond 
the end of the training program will help to keep the inspec!Or calibrated (Drury and Kleiner. 1990). 

We see that there is a great deal of research support to indicate that use of feedback in initial training is 
beneficial. From the ai1line inspection context this points to the necessity of developing a training 
methodology that incorporates performance feedback. Drury and Gramopadhye ( 1990) have demonstrated 
a training scheme for gamma ray inspection of a nozzle guide vane area of a JT9D engine. This includes 
part naming and defect naming (cueing a.'ld active response). search. a.'ld decision training. reedback is 
used judiciously in this training scheme to help the trainee to build a schema. 

5.3.3.2 Analysis of Infonnation Requirements: An S-R-K Approach 

So far it has been ::stablished mat (a} errors in aircraft inspection are costly. and tllerefore must be 
minimized. (b} human performance limitations can. and do, res:J!t in inspection errors. and (c) provision 
of information in the correct form (physical and cognitive aspects) is critical !< ~educing human errors. 

For effective usc of fecdforward and feedback inf(Jr .nation. the information requirements of human 
!nSJJCFUOn have w be identified. furthermore. L'le information needs or expcns and novices may be very 
different. Thus. we can posit that studying tlle behavior of the human iaspcctor imcracting with the 
system (while performing the inspection) will help identify possible information suppon points, as well 
as provide guidance to the type of information {either feedforward or feedback) that is needed at these 
points. The skill-rule-knowledge based hierarchy of Rasmussen (1983) presented in Section 5.3.2.1.2 
affords us a robust framework \Nitllin wt>Jch this anaiysis can be carried out, and will be mapped onto both 
visual inspection and NDL 
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5.3.3.2.1 Visual Inspection 

Search and decision m~king fonn the critical components of visual inspection. The search component can 
be further decomposed mil' pre-attentive search. and a detailed search consisting of foveal (pure search 
or search plus decision making) and extra-foveal processes. SiwJJarly, NDI caa be decomposed into tllrec 
broad stages: calibration. probe movement. and display interpretation. ldentHk;,tion of the behaviors 
associated with each of these subtasks results in a many to many mapping as seen in Table 5.14 (Visual 
Search) and Table 5.15 (NDI). These mappings have been identified for an expert inspector. An 
inter'-sting aspect of these mappings is the existence of relatively few knowledge-based behaviors exhibited 
by the expert inspt'£tor. This seems logical since there is less rroblem--sobing or active reasoning in 
aircraft inspection and more detection. ldentification, and classification. 

l! 
.. 

VISUAL BEHAVIOR CATEGOi-IIES 

I INSPECTION 

l PROCESSES SKII..L-BASED RULE-BASED KNOWLEDGE-BASED 

PRE-ATTENTIVE SEARCH Scan and I Detect 

FOVEAl (PURE SEARCH) Fixate and I Detect 

l FOVEAL DEC!SION ldantify and 

I Classify 

EXTRA-FOVEAL SEARCH Tligger move 
to next area 

OECIS!ON-MAKlNG (OUTSIDE Move to next area. 

I 
Reason and Decide 

OF SEARCH) Rules of what to look I for 

Table 5.14 Mapping a Visual Inspection Task to Cognitive Behavior l(Jr an Expert Inspector 

' 
BEHAVIOR CATEGORIES 

NDI PROCESSES SKiLL-BASED RULE-BASED I KNOWLEDGE-BASED ,. 
CALIBRATION Probe Movement Over Gahbration Procedures ! 

Test Spec1men 

PROBE MOVEME!.'T Tracking Along Supportive Mode 

'~"'""" '""m"'"· -----i 
Desirad Path ldenttfying Boundary I 

Cond1tlons 

DISPLAY INTERPRET AnON lnterpretmg Fam11:ar 
Signal Unantcipa!ed Signals ij 

Table 5.15 Mapping an NDI Process to Cognitive Behavior for an Expen ln~-pecwr 

The SRK framework also aids understanding of how behavior will be quali\atively modified a<; the 
inspector goes from a novice to an expcn. Thus. al!hough both lh;! novice and the cxpen exhibit. say. 
rule-based behavior. the behavior of the expst will tv.: quali!atively difkrcm from the mwice (Sanderson 
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and Harwood, 1988). In Table 5.16 we have mapped a specific visual inspection task (inspection of 
rivet~) to the SRK framework, to represent the performance of an expert inspector. We can expect that 
some of the defects identified at the skill-based and rule-based levels by the expert will be identifi~ at 
the rule-based and knowledge-based levels by the novice, indicating a rightward shift on Table 5.16, 
corresponding to an upward movement on the SRK hierarchy. Thus, this analysis points to the need for 
different levels of information support for the e;;;x;rt and the novice inspector. It can also provide 
guidelines to define training requirements for novice inspectors based on identifying expert inspector 
behaviors. 

VISUAL BEHAVIOR CATEGORIES 
INSPECTION 

I PROCESSES SKILL-BASED RULE-BASED KNOWLEDGE-

I, 
BASED 

PRE-ATTENTIVE • Missing rivet 

I SEARCH • Hole in skin 

FOVEAL (PURE • Missing rivet 
SEARCH) • Hole in skin I • Deep dP~ts 

• Large cracks I • Prominent 
corrosion 

FOVEAL DECISION • Borderline corrosion 

! • Sight wear 
• Dished rivets 
1t Ripples in skin 
• Small cracks 

exmA-FOVEAL • Chipped paint in 
SEARCH periphery leads 

to next fixa~on 

DECISION-MAKING • Streaks around • Defect typa not I 

(OUTSIDE OF rivets trigger listed 
SEARCH) inspection for ,. Use of meta~ i foose rive!~ knowledgE> 

I • Powdety 
conta.mination 
triggers search 
for corrosion 

• Borderiine 

I defects 

Table 5.16 Visual Inspection of Rivets: Cognitive Behaviors for Different Defect Types 

Tables 5.14, 5.15, and 5.16 also indicate the large role that skill-based and rule-based hehavicrs play in 
visual inspection. The visual search part oi visual inspection is seen to he entirely skill and rule-based 
for the expert inspector (or after training to criteria). The skill-based behavior can he associated to L'lc 
scanning. fixating, and detecting activities (see Tablr 5.14). Since skill-based performance is essentially 
unconscious and feedforward controlled, we can conclude that the information aid for this part of the 
visual search should be something that docs net require active conscious use by the inspector. This points 
to visual environment changes (better lighting. improved contra<;!), and improved human detection 
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capabilities (increasing visual lobe, increasing target conspicuity). At the same time. this also indicates 
training as a critical need to attain satisfactory sensory performance. 

Tables 5.14 and 5.16 also highlight rule-based behavior resulting in the identification and classification 
of defects as a significant mode of visual inspection. Thus, finding corrosion, wear, small cracks and 
similar difficult defects takes place because of rule-based behavior. It is pertinent to note at this point that 
the work card system used !n the aircraft industry to control aircraft maintenance and inspection relies 
heavily on a linear procedural approach (Drury, 1991; Drury. Prabhu and Gramopadhye, 1990). 
Rule-based behavior also accounts for search strategies based on past experience and work card 
instructions. Thus, we reach the conclusion that it is very important to develop procedural knowledge 
( workcard design), checklists, and comparison standards to support this behavior. 

Knowledge-based behavior is often a slow and error -prone process and creates a high cognitive workload 
for the human. Often in such circumstances the human will try to minimize cognitive strain by using 
shortcuts in the reasoning and decision making processes, which can lead to suboptimal performance. 
Thus, we should try to design the system and the information environment to minimize the need to indulge 
in knowledge-based behavior. Knowledge-based behavior in visual inspection will be more evident in a 
novice inspector; this provides a strong impetus to the design of adequate training programs to bring the 
novice to expert levels and thus minimize knowledge-based behavior. Once a certain level of expertise 
is attained the knowledge-based behavior will be needed only in case of unfamiliar work situations. For 
example, this can happen if an inspector who normally works on only a specific part of the aircraft (e.g .• 
the wing section) is asked to inspect a cargo door. Thus, it becomes important that the workcard 
(feedforward environment) be designed for usability and have the information needed to make a smooth 
transition to an unfamiliar task. Feedback information from a buddy system, and efficient communication 
lines with the supervisor. also have to be considered. Also important is the development of the knowledge 
about the spatial and functional aspects of the aircraft. which is part! y built through the years of prior 
experience of the inspector as an a..,.iation mechanic. This is normally five years but is decreasing due to 
a shortage of inspectors, with some inspectors having as little as three years of maintenance experience. 
There are cognitive error implications in too rapid a promotion system. 

5.3.3.2.2 Non-Destructive Inspection 

Moving to NDI inspection, skill-based behavior is predominant while using the probe and is a 
sensorimotor, feedback-controiled movement. This indicates the need for manual control training on 
tracking tasks (e.g .. circle drawing, tracking) which transfer to this movement control task. Similarly, 
thought should be given to providing tracing paths (e.g., circles around rivets) which provide adequate 
feedback information. Templates can and are being used (although some inspectors do not like to use 
them due to handling difficulties) and the improved design and use of such aids should be encouraged. 
The rule-based behavior component of calibration points to the necessity of developing adequate and well 
designed checklists, along with procedural knowledge, for reliable performance. Swain and Weston ( 1988) 
point out that during the calibration procedures, powerplant technicians who ver1 often have followed 
written steps, rely on memory and tilis increases the probability of omissions. This points to a calibration 
process design that is capable of providing cues to the next step on the display screen as well as detecting 
wrong inputs by the operator. Where calibration can be rigidly defined. the checklist is the obvious 
cognitive aid, already extensively used in aviation. Those calibration tasks which have some flexibility 
must be clearly delineated for separate treatment. 
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Display interpretation forms the critical portion of NDJ and as such can be either rule-based. or 
knowledge-based, or both. The information environment should thus support both these behaviors while 
trying to ensure, through system design and training. that the need for knowledge-based behavior is 
minimized. Since rule-based behavior is based on signs which trigger stored patterns which in tum control 
our choices. Rasmussen and Vicente (1989) suggest that the design of the display should be such as to 
provide action cues as signs which also have symbolic content. thus supporting both rule and 
knowledge-based performances. Display screens for NDI that allow comparisons of the current pattern 
(curve) with known defect curves for comparative decision making should be considered. Also. the 
knowledge-based component found during display interpretation indicates the need to develop feedforward 
information (training and documentation) to provide technology knowledge, instrument knowledge. and 
aircraft defect history. 

It must be emphasized at this point that in aircraft inspection. skill-based. rule-based, and knowledge-based 
behaviors are not necessarily stand-alone. discrete behavior modes. Indeed. they overlap on some 
occasions and support each other on others. For example. the skill-based behavior of probe movement 
is supported by either knowledge-based (for the novice) or rule-based (for the expert) behavior that 
ascertains the boundaries of the movement. For example, the probe should not cut the rivet head and a 
movement too close to an edge should be avoided since hoth of these will show defect indications without 
ihe presence of any defects. Similarly. rule-based behavior of defect identification and classification in 
visual inspection is sometimes supported by knowledge-based behavior that uses active reasoning based 
on a deeper and functional understanding of the aircraft. For example. during visual inspection of the 
wing leading edge, the inspector who is looking for dents may reason that a dent iorward of the aileron 
trim tab may be more important than one in another area because it could cause flow breakup in an area 
important to flight control. This and the preceding example highlight the often symbiotic relationship of 
the different behavior modes. Thus. while we concentrate on skill-based and rule-based behavior o.- the 
inspector (since these are the dominant behaviors). we also need to understand and support the 
knowledge-based behavior through adequate training schemes. documentation, and communications. 

From the discussion above. it is evident that the mapping of the inspection processes to the SRK 
framework provides useful guidelines for, and a bener understanding oC the type of information that has 
to be provided for aircraft inspection. This has been compiled in Table 5.17 where the information 
caiegories (feedforward and feedback) identified in the aircraft inspection information model (Figure 5.3) 
have been assigned to the various inspection subtasks based on the type of behavior they would logically 
suppon. 

5.3.3.3 Analysis of Information Requirements: An Error Taxonomic Approach 

In an analysis of93 major accidents for a 24 year period from 1959 h> 1983, Sears (1986) found that 12% 
were caused by maintenance and inspection deficiencies. Similarly. Nagel ( 1988) reports that 
approximately four out of every hundred accidents that occurred in the worldwide jet fleet from 1977 to 
1988, had mainienance error as one of the chief causes. As shown in Section 5.3.2. the effects of human 
error are becoming increasingly unacceptable and the issue of maintenance and inspection error is being 
closely examined and discussed in the aviation community (Drury, 1991). 

Formulation of information environment requirements should include the notion of human error and its 
impact on aircraft inspection. Control of errors to an acceptable minimum is the implicit goa! of all 
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humtw-machine systems. In aircraft inspection, where the existence of certain defects in an aircraft ready 
to fly is almost unacceptable, it is pertinent to make this goal explicit, by defining infmmation 
requirements based on human error avoidance. It can be argued that information provided at the right 
time, at the right place, in the right manner, is at least a necessary condition for minimal error 
performance. 

INFORMATION ENVIRONMENT 
INSPECTION 
PROCESSES FEEDFORWARD FEEDBACK 

1. VISUAL (&.g. Rivet 
Inspection) 

• Pre-Attentive • Training 

• '=oveal Search • Training • Output Feedback 

• Foveal Decision • Training • Cognitive Feedback 
• Procedural Knowledge • B"ddy System 
• Comparison Standards 

• Extra-Foveal • Knowledge of Cues • Feedback of Results 

• Decision Making • Co~Worker lnfom1ation • Communication Links 
• Functional System Knowledge • Buddy System 
• Faull Causation Knowledge • Cognitive Feedback 
• Aircraft History (Defects) 

2. NDI (e.g. Eddy Current) 

• Calibration • Checklists, Display Design 

I • Probe Movement • Training on Tracking and • Probing Aids (Templates 
Accurate Movement Control or Markings Around 

Rivets) 

• Display • Display Design • Cogmtive Feedback 
Interpretation • Functional System Knowledge 

• Technical lnstroment Knowledge 
• Aircraft History I 

Table 5.17 Information Requirements Identified from Mapping Inspection Processes to SRK 
Framework for Two Examples 

5.3.3.3.1 Methodology for lnfo:mation Reguiremen: Formulation 

Human error can serv.: as an effective platform to study and formulate the information requirements of 
aircraft inspection just as it was used in Section 5.3.2 to understand the overall inspection process. We 
present below a methodology that attempts to guide the design of the information environment to 
controlling human error: 
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1. Identify and define the Ievds of the system under consideration k.g .. managc:ment. supervisory. 
lead inspector. inspector). 

2. At tlle level under analysis. define the functional rcquir<.!ment of Ule kvcl. currc:nt allocation of 
human-computer functions. and interactions with the other kvds. 

3. Develop a human error taxonomy for the level under consideration. 
4. Usc the taxonomy and \he functions idenlified in step 2 to outlinl' the failure modes !phenotypes) 

and :zssociated mechanisms of human malfunctinn ar.d error ~-hapin~; factms (geno-types) specific 
to each function. 

5. Identify tllc component of the infom1ation system t!lat would he nc:ces,;ary to control human error 
based on understanding of the phenotypes and genotypes of st<;p 4. 

6. Define tllc requirements of each information component: ( l) what information to present 
(information quality); (2) when to i'n:sent such information (information llow): and (3) how to 
present this information (information display), so that the human error potc:ntial is minimized. 

The above methodology combines a task analytic approach with a human errnr taxonomy so that 
informalion requirements arc formulated to control human error. Uhviously, the error wxonomy 
development is an important part of this appw3ch. A framework or guiddinc: is prc:sc:med. whieh can be 
used to develop a taxonomy for usc in this methodology. 

Rasmussen and Vicente (1990) suggest tha: human error analysis can !lc pcrl(Jrmcd from two different 
perspectives. The first perspective tries to identify possihle hum:1n errors and their effects or. system 
performance. while tllc second perspective aims at impwving syst..:m design tn eliminate the eff.:cts 
identified in the analysis from tht: first perspective. Based on the first perspective. Drury ( 1991) dcvl'loped 
an error taxonomy from the failure modes of each task in aircran inspection. This taxonomy has hecn 
devel.:Jpcd based on the recognition that a pro-active approach to error control is needed to identify 
potential errors. Thus, the taxonomy is aimed at the phc:notypes or error (Hol!nagel. I 'IX'!). i.e .. the way 
errors are observed or aprx;ar in practice:. In Section 5.3.2 it was also n(>ted that Rasmussen and Vicente 
(1990) propose a taxonomy from the viewpoint of identifying (X>:<sible improvements in system design 
with categories of errors as related to: (a) cfft:cts of karpjng and adaprati(>n. (b) interference among 
competing control structures. (c) lack of resources. and (d) stochastic variahility. They suggest that 
different methods have to !lc adopted to control the errors associated with each of the ahovc four 
categories. and that it is necessary to make the system error-tolerant to achieve rdiahlc system 
performance. 

We propose that the failure modes identified in the taxonomy of aircraft inspection hy Drury (J'i9]) can 
be classified using the systemic error mechanisms categories and the cognitive control categories pwrx>scd 
by Rasmussen and Vicente (! l}g9). (An example is given in Table 5.18. for error modes in the decision 
task.) In Table 5.19, such an assignment is shown using the failure modes fm the decision t:.tsk. h>r e:~ch 
behavior mode (i.e, skill. rule. or knowkdgc) the genoty;x·s of errors can he: thc:n (X>stul:Hcd. (ienntypes 
arc the contrihuting psychological causes of errors and J.Ie rerresentatiw of the characteristics of the 
human cognitive system (Hollnagcl. 19R9). Table 5.20 shmvs the g.· ~\llypes assigned to the different 
behavior modes. 
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TASK ERROR(S) 

TASK 4 - DECISION 

4.1 Interpret indication 4.1.1 Classify as wrong lault type. 

4.2 Access measuring equipment. 4.2.1 Choose wrong measunng equipment. 
4.2.2 M9asuring equipment is not available. 
4.2.3 Measuring equipment is not working. 
4.2.4 Measuring equipment IS not calibrated. 
4.2.5 Measunng equipment has wrong calibiation. 
4.2.6 Does not use measuring equipment. 

4.3 Access companson standards. 4.3.1 Choose wrong comparison standard. 
4.3.2 Comparison standard IS not available. 
4.3.3 Comparison standard IS not com;,ct. 
4.3.4 Comparison standard is incomplete. 
4.3.5 Does not use comparison standard. 

4.4 Decide on fault presence. 4.4.1 Type 1 arror. talse alarm. 
4.4.2 Type 2 error, m1ssed fault. 

4.5 Dec:de on acbon. 4.5.1 Choose wrong action. 
4.5.2 Second op1n10n !f not needed. 
4.5.3 No second op1mon if needed. 
4.5.4 C:all for buy-back when not required. 
4.5.5 Fail to call for required buy-back. 

4.6 Remember deciSion/action. 4.6.1 Forget dacis,onfaction. 
4.6.2 Fa~l to record decis1on/action. 

OUTCOME 4: All indications located are correctly classified. correctly labelled as fault or no fault. and actions 

I correctly planned for each indication. 

Table 5.18 Task and Erwr Taxonomy li>r Inspection. Task 4. Decision 

The above framework. then. a:lnws the oppununity to examine ea•:h failure mode wahin the context of 
(a) the cognitive behavior from which it resulis. \b) the systemic error category in which it occurs. aml 
(c) the internal error mechdilisms that are the prohable causes of these malfunctions. An analysis of this 
information can then fom1 the basis of system dcsign to minimize or duninate the failurc m<xks. From 
the information requirer.Jents viewpoint. system design considerations should then drive til..: >r,;cifications 
as to the type. location. and tcmporal position of the information. l'rcliminary rccowmcndations on the 
type of informati<>n compon.:nt hav.: h.:cn list<:d in Table 5.20. In actual us.:. Table 5.20 should bc utiiized 
as a fram;:work for an <error taxonomy wlli..:h can tx: applied in the task analysis meth<'tln!ogy proposed. 

5.3.3.4 Testing the Information Framework 

Using the inspection program developed k·r KDI (Section 5.3.1.1) i! h possihk to make direct 
experimental tests of many of the predictions coming from the framework hcing den:lop-:d in Sections 
5.3.3.2 and 5.3.3.3. As a denwnstration pf til<: usc of the KDI inspection program. a rdali\'dy simple 
expcrin1cnt hast!d on the inforn1:.1tion rcy:..~ircn1~nts \\·as conducted. it involved training two grc~ups of 
suhj<.:c~s on :he ins~ction ta."tk. lh~n t:iri1~r prn\·iding or no[ providing nff-lin~..~ fccdhdck of pc .. _·rtnrn1allct:. 
and l1naily m~asuring inspection pcrformanc<: :>f hoih groups. 
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SYSTEMIC 
ERROR 

1.Effacts of 
Learning 

and 
Adaptation 

2. Interference 
Among 

Competing 
Control 

Structu'9S 

3. Lacko! 
Resources 

4.Stochastic 
Variability 

Table 5.19 

-
3EHAVIOR CATEGORIES 

SKILL-BASED RULE-BASED KNOWlEDGE-BASED 
BEHAVIOR BEHAVIOR BEHAVIOR 

4.2.1, 4.2.4, 4.2.6, 4.2.4 Fail to calibrate meas. eqpt 4.1.1 Classify as wrong fault 
4.3.1, 4.3.5, 4.5.1, 4.2.6 Fail to use !Mas. eqpt 4.4.1 False alarm. 
4.6.2 4.3.5 Fail to use corr.p. std. I 4.4.2 Missed fault 

4.6.2 Fail to <<><:o<d dacisi<::>n. 4.5.2 Wrong decisio:>n on getting. 
4.2.1 Choose wrong meas. eqpt. 4.5.5 Secane' opinion. 
4.3. ~ Choose wror.g comp. std. 4.5.4, 4.5.5 Wr"ng decision o~ 
4.5.1 Choose wrong action calling for buyback. 
4.2.5 Meas. eqpt wrongly calib. 4.2.5 Wrong calibration of 
4.1.1 Classify as wrong fault mea:,. eqpt. 
4.4.1 False alarm. 
4.4.2 Missed fault 

4.2.5 4.1.1. 4.4.1. 4.4.2, 4.5.2. 4.5.3, 4.5.4, 
4.1.1. 4.4.4, 4.4.2 4.5.5 
4.5.1 
4 5.2. 4.5.3. 4.5.4, 4.5.5 

4.6.1 Fo;get decision 
4.5.2. 4.5.3 
4.5.4. 4.5.5 

4.1.1, 4.4.1, 4.4.2 4.6.1 

Assignment of Systemic Error Mechanisms to Failure Based on Behavior Types for the 
Decision Making Component of Ain.<aft Inspection 

As shown in Section 5..3.3.1. on-the-job feedback can be a powerful performance enhancer. but it is an 
expensive one to implement. It involves re-inspection of an inspector's work by a (presumably more 
reliable) auditor, a process which adds cost in proportion to the percentage of work audited. A more 
realistic approach would be to provide feedback. for example by having the inspector inspect a test piece 
with a known set of faults, between regular inspection tasks. Feedback can easily be provided from such 
a test piece, but we need to measure the effectiveness of such feedback. A test of this effectiveness also 
provided a useful practical test of the NDi program, and indeed many pilot subjects were run and tJrogram 
modifications were made before the complete experiment reported here was started. The following is a 
brief description of the experiment and its results. These results arc being presented in more detail in "­
separate project report. 

5.3.3.4.1 Methodologv 

Two groups of eight subjects each were chosen randomly from a population n:plying 10 advertisements. 
All were currentlj' unemployed members of the work force. with males and females anct a variety of ages 
represented. Each subject was given two prc-tcsls. both of which had been shown to correlate wilh 
performance on industrial inspection tasks. The first was the Embedded !-'igures Test (EFf) whic!i 
classifies the cognitive style of a person as Field Oependem (i.e .. highly influenced hy the ,;isual context 
of a task) and Field Independent (i.e .. mme ahle to cogni!ivcly resrructure a task independent of its visual 
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l. 
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FAILURE; MODE 
(PHENOTYPES) 

4.1 1 Classi!y as wroog tauh. 
4.4 1 Fa~c alarm. 
H 2 Mimd fault. -· 
45.2. H 3 Wrong doci$on on getting 

secood opinioro. 
4.5 4, 4.5.5 Wrong decision oo calling tor 

buy·bacl< 

4 2 5 Measuring equipmoot wrongly 
ca'ib<allld. -

4 2 4 FariK> ca~brato mcasunflG equipment 

-
4 2 6 Farl to uso measuring equipment. 
4 3 5 F~rl to uso companson standards. 

4 6 2 Fa1llo rec01d doc1s10n. 

... 
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4 S.1 Choose wrong action. 
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context). The second ~est was the Matching Familiar Figures Test (MFFT) which measures the tendency 
of subjects to opt for speed or accuracy in their speecV'.Iccuracy tradeoff (see Section 5'.3.4). Foveal visual 
acuity was also measured. 

Both groups were given the same training in the principles of eddy-current insJ)f'..ction of rivets for cracks, 
in controlling of the pointer using the mouse, and in interpreting the meter needle move.r;ems. This 
training occupied about four hours. Following training, the eight subjects in the control grc y were tested 
on a task involving 420 rivets followed by a task involving 80 rivets, on each of four days. The 
experimental group was given the same task except that they were provided with feedback on the missed 
cracks, false alarms, and performanct time on the 80 rivet task. 

In !he main task, the same measures of misses, false alarms, and task time were taken for each subject. 

5.3.3.4.2 Results 

Analyses of covariance were performed on the measures of total time. misses. false alarms, and derived 
measures from Signal vetection Theory (Section 5.3.5) of sensitivit; (d') and criterion (XJ. Each analysis 
tested for differences between the two groups (G). for differences between the four days (D). as well as 
for thdr interaction (D X G). T\\'0 sets of covariates were derived from factor analysis to contain the 
following components: 

Covariate 1: 
Covari1ke 2: 

EFT Errors. EIT Times. MFFT Errors 
Mt-rT Time (negative). Visual Acuity 

Covariate 1 represents poor accuracy performance and field dependence, whik Covariate 2 represents fast 
performance with good vision. Table 5.21 summariZes the analyses of covariance of the measures taken. 
There were no significant group effects. ::md only a single day effect. that on total time for the task. 
Covariate 2 was significant for total time and for criterion x__ Figure 5.8 shows plots of the results tor 
times, misses. false alarms. and seP.sitivity (d') comp:Jring the experimental an1 contwl groups across the 
four days of the experirr.ent 

Measured Analyzed Grou!)S {G) Days (0) GXO Covariate 1 

Tota11'me - p < 0.00\:1 - -
Misses - - - -
False Alarms - - - -
Sensitivity (cfl ~ - - -

' I Criterion (XJ - - - -

Table 5.21 Summary of Analyses or Covariance for Off-Line Feedback Experi:nent 

'l') 
l '-

Covariate2 

p = 0.0235 
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p = 0.0355 
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5.3.3.4.3 Discussion 

The major finding of this first experiment using the ~Dl program was oP.e of very high b.:tween-subj.xt 
and day-to-day variability. The between-subject variability was expected. and it ap)J';ars tlmt sume or this 
variability at least is predictable using the co variates derived. Because of tiJ.is variability. th.: dfects 
shown in Figure 5.8 do not reach statistical sirnificance with only e:ght subjects IJ<!f group. Having ~a:d 
this, there is an indication in all four parts of Figure 5.8 that the experimental grvup outperfvrrns the 
control group by th~ end of the experiment. 

Over the four days of the experiment, accuracy performance, as measured by misses and false alarms. 
improved slightly for the control group and somewhat more for the experimental group. D..:spire this 
overall improvement, the day-to-day impr:wement was erratic. Total time d..:creased for hoth groups. with 
the experimental group being more rapid than the control group throughout. Sens:tivity . .L~ defined in 
Signal Detection Theory, marginally favored the controi group until the final day. when th~ ex~rim~mal 
group continued to improve w!>Jle the control group regressed slightly. 

During the course of the experiment. it was clear that the experi.n~:ntal group was >Jsing the off-line 
feedback to modify their inspection strategy. How.:ver. this proc.:ss involved tri:!.l and error. which gave 
Curtsiderable variability of performance. The performance fe..:dbad hdpct! semewh:n. but would have 
been much easier to interpret if it had contained hints and steps that the inspectors could t;,kc to make Ll1c 
improvements \hey knew were needed. Cognitive feedback. as postulated in Section 5.3.3.1 appears VJ 

be required if inspectors are to make use of their own performance data. 

5.3.3.4.4 Conclusions 

While off-line performance feedback was mar£inallv eff..:ctive. the hi£h v;rriahilitv between suhjccts 
._ .t ..... " 

prevented significant results from being obtained. A: least pan of tll<: Jay-to-day v:u-iahility was dtie to 

subjects using the feedback in an unguided manner in an attempt <o improve. suggesting that wgniti\'e 
feedback may be needed to supplement off-line ~rrorm:mce feedback. The snuH site uf th.: f~dhack 
task (80 rivets) might also have failed to pro\·ide suflkiem data to significa.'ltly aid in transfer oi li.:cdhack 
resuJ·~. The sigffificant covariates for total time and criterion :Lso imJi;:ate ini1venc.: of 1>t.'1~r independent 
factl· 0

, namely visual acuity and cogPJtiv..: style. 

5.3.4 A FRAMEWORK FOR SPEED/ACCURACY TRADEOFF 1:--; AIRCRAIT I;;.;SPECTION 

In almost any discussion wi\h aircraft maint..:nam:~ ~rsonne!. maimenam:~ m:•nagers. r~gul:nory hodies. 
or the traveling public, the g.:neral issue of inspection accurac} ar!s<:s. ~lore ~pe;:i!ic!.ll,-. in the 
post-deregulation environment of C.S. commercial aviation. the dlect of time pre,,ures on the irb~c'lion 
system (particularly the human inspt:ctor) is causing conc~rn. Th~s !-J~cti,,n r~Yi;.;\v~ tt;( run •. :t~ons and task:-; 
of aircraft inspection. hasec upon a two-y.::u- obs.:rva:ional study of th.: sy>tem. ~nd uscs prior ~tudi<:s nl 
human i:lspection to examine rh.: possihilitics of time pressure afft.:cting an:uracy. :\ Sf"·-:d·'Accuracy 
Tradeflff (SATO) perspective is iaken. i.~. how dr1 spe~d and accur;;cy co-v;,ry in inspec!hm. 

Both speed and accuracy arlo! rl!lativdy ea..;;y to d~:In\.! in insrx~ctinn. 



Speed: 

Accuracy: 

Hum4n Reliability ir. .4.ircraft Inspection 

The rate of inspecting items, usually measured as the reciprocal of the time ( t ) 
taken to inspect a single item or det1ned area. 

False Aiarm (Type I error) The probability of an inspector responding that a 
defect exists, when in trutJ1 it does not 
Miss (Type 2 error) The probability of an inspector failing to respond that a 
defect exists, when in truth it does exist. 

This section is concerned explicitly with the co-variation of ( t ) . False Alarms. and Misses. 

From an airline management perspective, two goals need to be achieved by the system: safety and 
profitability. The profitability goal can only be achieved by first ensuring that the safety goal is achieved 
economicaliy. These objectives are passed through sometimes complex organizational systems (Taylor. 
1990) to supervisors and finally to inspectors. At the inspector's level two goals need to be achieved by 
u'1e inspection system: accuracy and speed. Accuracy means detecting those indications (faults) which 
must be remedied for the saf-: operation of the aircraft wt>jle not activating the maintenance system for 
non-faults. Speed meai!s the task must be performed in a timely manner without the utilization of 
excessive resources. These two criteria of the inspection system can be expected to be inversely related 
at tile inspection level (Drury, 1985 ). 

When inspection is split into its task steps (Table 5.1 of Section 5.1.1), it can be seen that all of the tasks 
require both speed and accuracy for their completion. However. the most error-prone activities in 
industrial inspection are the search and decision making tasks (Dmry, 1984) while access is an activity 
whose time must be minimized for efficient operation. 

The speed and accuracy \\lith which each of the components is performed depends upon the relative 
utilities of tile various outcomes to the inspectors. Utility is a concept u'1at can be used in models of the 
inspector as a maximizer or optimizer (Drury, 1992) to gi··e a normative model as a starting point for 
more realistic inspector models. Thus. the optimum speed and accuracy is not defined in terms of 
minimizing or maximizing one particular aspect of inspection but is defined in terms of a performance 
which yields the highest overall utility. 

If a task can be performed at various levels of speed and accuracy. then it is possible (Wickens. 1984) to 
generate an operating characteristic curve (see Figure 5.9a) relating the two measures. Any point on u'1e 
specd/ac.:uracy operating characf.eristic (SAOC) ct:rve shows the accuracy with which the task can be 
performed at a particular speed. Hence to meet the designed system objectives of speed and accuracy. 
it is essential that the inspectors operate at the correct point on the correct operating-characteristic curve. 

In order for an inspector to choose a panicular str;~tegy from the set of available strategies. it is necessary 
to determine the utility of all the candidate strategies. as a function of speed and accuracy. The utility can 
be computed for every point in !he joint performance space (Spc;:d. Accuracy}. whether tiJat point is 
achievable or not Now by knowing the utility function it is possibie to determine tht! optimal operating 
point. i.e. that which maximizes the expected utility. Typicaliy. contours of equal utility are superimposed 
upon the SAOC to show where ti ·~ optimal operating p0im occurs (see Figure 5.9b). This section 
considers access. search. and decision making m tum. and uses models of each to sr,ow the form of the 
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SAOC. Models are not developed in detail. For more information the original report (Drury and 
Grarnopadhye, 1991) can be consulted. Each model is an optimization model. showing how an inspector 
may be expected to choose between alternative straregies. In large decision tasks. there is considerable 
evidence u'lat they are satisfiers rather than maximizers (Wickens, 1991). However. in small task 
components such as those found i!l inspection, optimization models represent a good starting point for 
consideration of the factors involved (Drury, i 988; Chi, !990). 
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Figure 5.9b Generalized Speed/ Accuracy 

Operating Characteristics (SAOC) 

The access task consists of physically reaching the area to be inspected. This may be an unaided human 
task {e.g .. area inspection of lower fuselage skin), aided by ;;.ccess de\ices (e.g .. steps. scaffolding, 
cherrypickers), or require access through intervening structure (e.g .. inspection of interiors of wing fuel 
tanks through access holes). All of these activities involve controlling the movement of the inspector's 
bvdy, or body parts. within a restricted space. In general. control theoretic models of the human operator 
in control tasks (Sheridan and Ferrell. 1974; \Vic kens. 1984) show that as more speed is dl!manded. 
tracking accuracy decreases--a typical SATO. If the access task is modelled a.<> moving accurately between 
two boundaries without making an error of exceeding a boundary, then the self-paced tracking modds of 
Drury (1971) and Montazer, Drury and Karwan (!987) can apply. Tht:s, moving the body along the 
walkway of a scaffold without hitting (and possibly damaging) the aircraft structure on one side or the 
scaffold rail on the other is such a task. Moving the hand (or head) through an access hole or moving 
a cherrypicker along the fuselage upper skin, (although only oile physical boundary exist~ here) are further 
examples. 

The self-paced tracking model considers the inspector. or a vchick controlled hy the inspector. as choosing 
a speed which will maximize the utility to the inspccror. Ctility is comp<lsl!d of rewards for speed and 
penalties for error. in this case the error of exceeding the tixed hound:uies. :OVfodcl results. and 
experimental data from a variety of studies. have shown that the speed chosen iw.:rl!ases with space 
available (e.g .. widt.'1) until some limiting speed is r-.:ached. The three f :'.c\nrs afkc<ing performa11CC are 
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thus space available, the ease of control (controllability) of the vehicle, and the inspector's perception of 
L'le relative utilities of speed and accuracy. Each will be considered in tum. 

5.3.4.1.1 Space Available 

Space available can be controlled relatively easily around the aircraft, but access within the airframe itself 
is largely determined at the design stage. With older aircraft there has been a history of unpleasant 
surprises for maintenance personnel when they reached service, but manufacturers are now using 
computer -manipulable human anthropomorphic models (e.g., CREW CHIEF, SAMMIE) to examine access 
for maintenance before structures are finalized. Note, however, that the SATO model shows that more 
space improves performance, so that the minimum necessary for physical access (e.g., for a 95th percentile 
male) will not provide optimum performance. A human anthropomorphic model only gives the space 
required for a person to statistically assume a posture. For movement (the essence of maintenance and 
inspection) more access room is required beyond this minimum. The same considerations apply :o access 
around the aircraft. Steps and walkways should be made wide enough to provide unhindered movement, 
not just wide enough to accommodate a large static human. As an example. Drury ( 1985) reports that for 
movement through a doorway both performance time and errors decrease from !he anthropometric 
minimum width of about 20 inches to the unhindered width of 36 inches. Very similar findings are used 
in the aviation industry to determine sizes of emergency doors for passengers. 

During Phase III of this work, explicit models and experiments will be developed to test the effects of 
space available, and human posture, on performance and stress in inspection and maintenance activities. 

5.3.4.1.2 Controllability 

Controllability of the system having access is a major determinant of access performance. For most tasks. 
!he "system" is the inspector's own body, the most na:urally controllable system. However. controllability 
can be adversely affected by equipment carried (flashlight, tools, work cards. NDI equipment) and by the 
quality of clothing worn. Thus. coveralls and shoes should be minimally restrictive. Shoes should also 
provide good grip on a variety of surfaces under both wet and dry environmental conditions. 
Controllability will be decreased by any impairment of the human. for example sickness. alcohol. or drugs, 
reinforcing the control req:~ired over such conditions at the work place. 

For control of systems such as vehicles (e.g .. cherrypickers, wheeled steps. moveable access scaffolds) a 
considerable body of information exists (e.g., Wickens, 1984) on the human as controller. Most of these 
recommendations apply equally to the self-paced access tasks considered here. Thus for example. controls 
should move in the same directions and sense as the element they controL It should be noied L'lat many 
cherrypickers have hydraulic or electrical controls which violate this principle. Direction of motion <:rrors 
are to be expected with such systems. causing at best a slowing of the task and at worse damage to the 
aircraft structure, depending upon the operator's SATO choice. These same controls are ofl.en not 
progressive ln operation, but "bang-bang" controls. either fully on or fully off. With such a degraded 
control system. any designed speed setting is a poor compromise. At times it is too slow. causing delay 
and frustration in making long movements. while at other times it is too rapid. causing errors and 
time-consuming multiple corrections in making the final accurate positioning movements. In addition. any 
time lags or inertia in the system controlled wm have a negalive impact on controllability. 
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Within the maintenance hangar. there are other constraints on design (or choice) of access equipment. 
Any equipment must be available if it is not to cause delays. suggesting both that a sufficient supply 
exists, and that it is well-scheduled. The difficulty with maintaining a sufficient supply is that such 
equipment is both expensive and space-consuming. Tne typical management response is to have a mixture 
of special-purpose equipment, such as empennage acce&s scaffolding. and standardized. flexible equipment. 
such as stepladders, cherrypickers. and standard moveable platforms. When only a single aircraft type is 
to be serviced. as in most large airlines and specialist repair centers. purpose-built equipment should, and 
does, predominate. In more general purpose organizations, the empha~is is on standardized, flexible 
equipment. However, there are still times when schedules demand more access equipment than is 
instantaneously available. It is at these times that available equipment is substituted for correct equipment 
to avoid delays. The result is lower system controllability, with L'1e potential for errors affecting both job 
performance and personnel safety. 

5.3.4.1.3 Perception of Utilities 

Given the space available and the controllability of the system, the balance between speed and accuracy 
is still finally chosen by the operator's own SATO. As discussed earlier. this is where any gate pressures 
or schedule demands can have an effect. As access is a task of inspection which appears non-critical, it 
can be one where time is saved for tasks perceived as more important. In addition. access is where 
pressures from other members of the maintenance team can be acute. Co-workers will at times need the 
access equipment the ins~ct;:Jr is using or vice versa. leading to time pressures over a shon time scale 
even where none exist on the longer -term scale of a whole maintenance visit. 

Inspectors' errors in access are defined as reaching or exceeding the boundary of available space. They 
thus include both damage to aircraft structure, and injury to the inspector. Humans are likely to 
misperceive the risks associated with such rare events, both in terms of the consequences and probabilities 
involved. Particularly with highly experienced personnel. such as inspectors. the probabilities of enor are 
typically rated lower than their objective values. This can be expected to lead to a choice of SATO 
strategy favoring SJX+d rather than accuracy. 

5.3.4.2 F?.ctors Affecting Search Tasks 

The process of visual search of an extended area, such :.lS the area called out on a workcard. has been 
successfully modeled since the start of human factors engineering. A human searcher (e.g., the inspector) 
makes a sequence of fixations. centered on different points in the area. During a fixation. which typically 
lasts 0.25-0.5 seconds. the inspector can detect defects in an area. called the visual lobe. around the 
fixation center. Between fixations the eye moves very rapidly and can take in very little inforrnation. The 
sequence of fixations can either be modelled as random (e.g .. Krendcl and Wodinski. 1960) or systematic 
with repeated scans (e.g., Williams, 1966). For both of these modds. equations can be developed relating 
the probability of detection to the time spent searching (Morawski. Drury and Karwan. 1980). 

In general, the longer an inspector searches an area, the greater the probability of a target being located. 
with diminishing returns as search time is increased. Such curves are the SAOC' s of visual search. and 
are shown in Figure 5.10. Given such SAOC's. then the optimum time for searching can be calculated 
(Morawski, Drury and Karwan. 1992) based upon the reward for spt.."Cd and the penalty for error. 
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From the visual search models, three 
groups of factors determine search 
performance: 

l. Factors affecting the visual 
lobe. 

2. 

3. 

Factors affecting the search 
strategy. 
Factors affecting the SA TO 
and stopping policy. 

Based on the defect type. severity 
level, and location. the defects can be 
classified into critical and non-critical 
defects. Critical defects are \hose 
defects which affect the airworthiness 
of the aircraft, hence whose detection 
is critically important. Non-critical 
defects do not immediately af1ect the 
airworthiness of the aircraft but have to 
be detected in the long run. There is 
cfearly a heavy penalty for missing 
critical defects, but the entire area 
needs to be searched for both critical 
and noncritical defects within a 
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Typical Cumulative Search Time Distribution. 
Giving the SAOC for Visual Search 

specified time period. Thus. two goals need to b;:; achieved by the inspector. speed and accuracy. for 
which the inspector needs to be efficient as well as effective. In order to understand the Speed/ Accuracy 
Tradeoffs in search where the inspector is looking for multiple defect types. the factors which affect this 
tradeoff and indeed the who/<: search rrocess must be examined. 

5.3.4.2.! Visual Lobe Factors 

According to Engel ( 1971) fault conspicuity is defined as that combination of properties of a visual object 
in its background by which it attracts attention via the visual system. and is seen as a consequence. Monk 
and Brown ( 1975) have shown that mean search times increase as a function of the number of non-targets 
in !he target surroundings. They have mso shown that isolated targets are more easily detecled /han those 
surrounded by non-targets. Williams (1966) has shown that the color and size of the targets can be used 
by subjects to direct their eye movements. Studies of information processing within a single fixation have 
shown that the probability of target detection increases with increased target size and brightness contrast. 
and decreases wilh angular distance from the fixation point (Overington. 1973). Tills decrease with 
off-axis angle provides the basis for determining visual lobe size. i.e .. the area within which a target may 
be detected (Bloomfield. 1975). 

In aviation, this search perfmmance has b'.!en extensivdy studied and mnddcd \o determine human 
performance in detection of military targets (for example. ground targets or hostile aircraft). In :crms of 
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aviation maintenance inspection, the implication is that lighting and other target/background amplification 
devices should be used to make the conspicuity of a defect as high as possible. and hence increase visual 
lobe size. 

There are, of course. individual differences in visual lobe size. Eye movement slUdies have shown L'lat 
subjects who have larger visual lobes are more efficient, or they detect targets (faulis) earlier on in the 
search process (S<:hoonard, et al., 1973; Boynton. 1960). Johnston (1965) provided evidence to suggest 
that subjects who obtain high peripheral acuity scores exhibit relatively shorter search time. There is 
evidence that the visual lobe size is amenable to training (Gramopadhye, Palanivel, Knapp, and Drury, 
1991). There is no evidence that better inspectors have shorter fixation times. only that they make fewer 
fixations. presumably because of the larger visual lobe size. 

The implication for aviation inspectors is that individual differences may lle quite large. but are amenable 
to training. Other evidence (Gallwey. 1982; Drury and Wang. 1986) suggests that selection tests for visual 

lobe size may well be task-specific, in that the ability to search for defect ( D ) in background ( B ) 

may be unrelated to the ability to search for a different defect ( D 1 
) in :1 different background ( B 1 

) . 

As Drury and Gramopadhye ( 1990) have noted, training appears to be a more fJOWerful intervention 
strategy than selection for inspection tasks. 

5.3.4.2.2 Search Strategy Factors 

As noted earlier in this section, search strategy can be modeled as random or systematic. with humans 
believed to lie in between these two extremes. A systematic search strategy is always more efficient than 
a random strategy. Scanning strategy is dependent on an inspector's: 

I. Familiarity with the task (experience). 

2. Ability to obtain and utilize feedforward information from cues regarding defect location; and 
defect types uncertainty). Gould and Cam (1973) and Monk (1977) have shown that in tasks 
which do not lend themselves readily to the adaptation of systematic search strategy. search times 
increase with increased fault uncertainty. 

Search strategy in visual search is a global term which reflects many parameters of saccadic movement. 
The speed with which search is performed is dependent on the eye mov.:mcnt parameters. such as those 
listed by Mcgaw and Richardson, 1979: fixation times, spatial distribution of 11xation. intcrfixation 
distance, duration of eye movements, and sequential indices. fixation times have already hccn wnsidcrcd 
in the previous section on visual lobe factors. 

Inspectors do not have uniform coverage of the area inspected (Schoonard. et al.. 197)). with the central 
portions given more attention than the edges. In addition. inspectors may not always choose a i.\lrn:ct 
distance between successive fixation centers (Gould and Schaffer. ! 967: Mcgaw and Richardson. 1'!7'1). 
The scan path of an inspector changes with experience (Kundel and Llfollcne. 1'172: l3hatnager. l'IS71 
to refle~t a more consistent path, more even coverage. and more coverage where then: is a higher 
probability of a fault being located. 
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The studies of search strategy arc not c0nclusivc on how to take practical steps w improve that strategy. 
although they do point to structuring of the search field as a way to increase the likelihood of systematic 
search. 

With a structured licld. the current fixation point will serve as a memory aid to which areas have already 
been searched. Suitable structuring devices may be panel lines. physical elements of complex parts (doors. 
landing gear). or superimposed temporary structures. such as inspectors' markings on aircraft. 

Any such structuring lines should be made clear on the graphics included with workcards. and in any 
training materials. 

There arc likely to be large individual differences in search strategy. differences which arc relatively stable 
over time. The issue of training of search strategy is the s~,;bject of one of the experiments presented in 
the training section (Section 5.3.5). 

5.3.4.2.3 SATO and Stoppine Policy Factors 

Choice of operating point on lhe SAOC is determined by the perceived utilities of speed and accuracy. 
The only error possible on a search task is a Miss. su that high accuracy implies locating all potential 
defects in the structure. Inspectors arc highly motivated for accuracy, as noted earlier (Shepherd. et al .. 
1991 ). so that one would expecl an operating point on the SAOC representing long search times. with 
repeated search being common. ln practice, mspectors appear to stop at the end of a single scan of the 
area. only repeating a fixation if some indication has been found. lt appears that inspectors recognize the 
"diminishing returns" aspect of search performance. and are confident enough in their abilities l.hal a single 
scan at the appropriate level of detail is seen as optimal. Such a policy certainly reduces the memory load 
and potential vigilance effects associated with multiple scans. However, the inspector will need to be 
"recalibratcd" at periodic intervals by retraining or by providing test sessions to ensure that the speed of 
inspection chosen is appropriate to the accuracy demanded. 

5.3.4.3 Factors Affecting Decision Making 

Decision making is the task during which any potential defect (indication) located by the search task is 
evaluated to determine whether it should be reported. In this task both Type l errors (False Alarms) and 
Type 2 errors (l\1isses) can occur. These have their own tradeoff rel;;tionshir so that some combined 
accuracy measure must be derived before any tradeoff between speed and accuracy can be considered. 

One particular model of the human as a rational economic maximizer which has received widespread 
support in inspection is Signal Detection Theory (SOT). Originally proposed hy Swets and various 
co-workers (e.g .. Swets. 1967) as a model for how humans detect signals in noise. it was subsequently 
applied successfully to inspection (Wallack aod Adams. 1969. 1970; Sheehan and Drury. 1971; Drury 
and Addison. 1973). 

In the SDT. the inspector is assumed to he making a choice for each item inspected of whether the item 
contains a defect ("signal") or does not ("noise"). As the evidence for signal or noise is somewhat 
equivocal. there is assumed to be an "evidence variable" which incrca'ics when a signal is present and 
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decreases when only noise is present. An example would be the judgement of whether a dent in a 
stabilizer leading edge should be reported. Dc •. ts can range from almost imperceptible to obviously 
reportable. The evidence variable (dent visual severity) must be judged against both wrinen size standards 
anc! t.!1e likely effect of the dent on flight characteristics. 

SDT shows that the two euor probabilities, p (miss) and p' (false alarm). can be derived from a model 

in which the inspector chooses a criterion ( Xc) to report on the presence of a defect. As this criterion 
varies from high (defects rarely reported as present) to low (defects often reported as present), an 
Operating Characteristic Curve is traced out. This curve has become known as the Receiver Operating 
Characteristic (ROC) in SDT literature. A different ROC curve is traced out for different levels of 

signal/noise ratio, known as discriminability and symbolized by d 1 
• 

Wickens (1984) has divided tasks into tho~e which arc resource limited and those which arc data limited. 
In the former tasks, as the operator brings more resources to bear on a problem (e.g. devotes greater time 
to it) performance improves. In a data limited task, the quality of the data received by the operator is the 
limiting factor. so that more resources yield no better performance. l! appears that SDT tasks are only 
resource limited up to short times, after which they are datil limited. Because aircraft inspection is 
typically a matter of minutes and hours rather than seconds. a reasonable assumption is that its decision 
making aspects are data limited. Thus there is unlikely to be a marked SATO for decision making during 
the inspection task. However, the grosser aspects of decision may still show a SA TO. For example, if 
the inspector is unable to reach a decision, the supervisor (or other senior personnel) may be called in to 
assist. Here the inspector is attempting to improve accuracy at the cost of increased time. 

From the SDT model. there are three groups of factors which can affect the overall speed and accuracy: 

1. Discriminability or sensitivity. 
2. Choice of criterion. 
3. Choice of SA TO operating point. 

5.3.4.3.1 Factors Affecting Sensitivity 

Most factors affecting discriminability or sensitivity are physical, and can be characterized as the perceived 
difference between the observed indication and a standard. Thus, indications obviously wc!l above or 
below the standard will havt high c!' values. Examples would be large areas of corrosion. cracks 
noticeably larger than those allowed. or completely missing rivets. None would require difficul! (i.e .. error 
prone) decisions. But "perceived difference" implies both high signal and !ow noise in SDT terminology. 
Low noise means low levels of visual distraction (i.e .. competent cleaning). low levels of fatigue (i.e .. 
frequent task breaks), and very clear standards (i.e .. well-defined and well-presented job aids). All of 
these can be improved in aircraft inspection. 

Comparison standards at the work place have been shown to be effective in improving discriminability 
(Drury, 1990b). it should be possible for the inspector to make a direct side-by-side comparison of an 
indication with a standard. For example, the critical amount of corrosion beyond which a report must he 
made should be indicated hy a life-sized diagram on the workcard. Also. if different corrosion types arc 
present. life-sized photographs help in positive idcntil1cation (Harris and Chaney. 1969). 
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5.3.4.3.2 Factors Affecting Criterion 

From SDT. the two factors affecting the choice of criterion are the relative costs of errors (misses and 

false alarms) and the true rate of defects (p '). From these factors, the optil11um criterion can be 
calculated, but this is rarely the exact criterion used by the inspector. In laboratory tasks, and in non­
aviation inspection tasks, inspectors choose a criterion in a conservative manner. Thus, if the criterion 
should be low (i.e., they should be very willing to report indications as defects), inspectors choose a 
criterion which is not low enough. Similarly, they choose a criterion which is not high enough when the 
criterion should be high. Because of this conservatism inspectors may not react quickly enough in 
changing their criterion as costs and probabilities change. Thus, it is important to provide accurate and 
up-to-date feedforward information on the probabilities of defects in different areas to allow the inspector 
to make rapid criterion changes. 

There are also known criterion shifts with both changing defect rate and time on task. There !<> !inle to 
be done about increasing the defect rate: it is fixed by the state of the aircraft. The reduction in hit rate 
at very low defect rates may well set a limit to the use of humans as detectors of rare events. 
Paradoxically, as maintenance improves !0 give fewer defects, the capability of the inspector to detect the 
few remaining defects worsens. There is clearly a need for more research into human/machine function 
allocation to alleviate this low defect rate problem. Time on task, the vigilance phei1omenon, only causes 
a reduced detection rate due to criterion shift under special circumstances, J.e. uninterrupted performance. 
This may not be a problem in aircraft inspection. althotJgh the heavy use of night shift inspection where 
interruptions are less frequent and the human less vigilant, requires further study. 

5.3.4.3.3 Factors Affecting SATO 

The influence of decision time on sensitivity (d) was seen earlier. where it was suggested that it may 
not be of great importance. The ability of the inspector to integrate signal information over lime may only 
extend for very short periods, at least compared to the time spent on search. However, this signal 
integration is not the only temporal aspect of decision making. When an ir.dicalion is found from search. 
time is taken not so much in obtaining sign;;! input as in locating and using standards, and performing the 
response. Thus. an inspector may have to locate the relevant standard on the workcard (which is a 
relatively rapid task) or in a manual (a longer task), or even through interpretation by others in 
management, quality control, or engineering (a much l0nger task). The response requires time to wl"ite, 
and a memory load. This response will also produce more work for the maintenance team. and hence 
potentially delay return to service. All of t.1ese represent indirect time pressures on lhe inspector. 

In practice, inspectors do not appear to respond to such time pressures as much as may be expected. Their 
training and management reinforcement is biased towards accuracy in any SATO. However, the managers 
of inspectors do feel these pressures, and also feel the need to insulate "their" inspectors from the 
pressures. 
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5.3.4.4 A General Framework for Improving Speed/Accuracy Tradeoff 

In this section. a wide variety of temporal effects on inspection have been noted. In addition to the direct 
effect of time pressures (SATO), effects of •Jme-on-task and time-of-day can be expected where vigilance 
or fatigue are relevant issues. 

The main focus. however, has !"o<!en on the joint performance measures of time-per-item and inspection 
errors, or their complements--speed and accuracy. Models have been presented which show how speed 
and accuracy are jointly determined. Access, search, and decision making all show a predictable 
speed/accuracy trade{lff. 

If the objective is ultimately to bring speed and accuracy jointly under control. then the same concepts 
apply to alllhree key tasks. The equations defining the speed/accuracy operating characteristics have been 
given in detail, but the essence of all is the same: the SAOC defines the enveiope of possible performance, 
determined by the physical functioning of the human operator within a physically-defined system. The 
choice of operating point on the SAOC is determined by the perceived costs of time and errors. and by 
the perceived probability of a defect being present. Thus. there are two control modes. hopefully applied 
in sequence: 

1. Obtain the best SAOC envelope. 
2. Obtain the: best operating point on the envelope. 

Clearly. the first control mode gives the prospect of simultaneous improvement in speed and accuracy. 
whereas the second control mode only substitutes one undesirable consequence (time) f;:;r another (errors). 
The analogy w;th inspection instrumentation (a close analogy for decision ma..ldng) is that the first control 
mode represents increasing the signal-to-noise ratio of the instrument, while the second control mode is 
equivalent to choosing an optimum threshold setting. 

The first control mode can be represented for the thr::e tasks considered as: 

Access: 
Search: 
Decision Making: 

Changing the controllability of the vehicle or the unruded human movement. 
Changing the visual lobe size, area to be searched. and fixation time. 
Changing the sensitivity/discriminability of the defect. 

All of these three parameters (k, t, d) will take effon to improve. as L'1ey imply a change in eit.'ler the 
physical system or the human training to deal with that system. The benefit from these changes. however. 
is seen in both speed and accuracy. and wi!i be obtained. However. the speed/accuracy tradeoff is set 
(within broad limits). 

In contrast. the second control mode implies altering the human's perception of costs/payoffs and 
probabilities to ensure that the balance the inspector chooses between speed and accuracy is the one which 
is optimal. For all of t.'Je models. this comes down to the costs and probabilities of errors and lhe costs 
of time. Error costs come from peers and other co-workers, from the management. and ultimately from 
society and its institutions (e.g .. FAA) Costs of time come from perceived urgency of job completion. 
Examples are gate pressures. and the requirement for inspection to be completed early so t.'1at repairs can 

124 



Human Reliability in Aircraft Ir;spection 

be scheduled. If there are conflicts and inconsistencies between these costs from different sources. or even 
their percei vcd costs. then confusion and inconsistency will resuli. For all convex SAOC curves. 

averaging of two different operating points will produce an apparent operating point (C) on a lower 
SAOC. Inconsistency in the second control model can thus appear as a worsening in the first control 
mode. 

Control of perceived costs is large! y a function of the organization: its structure and its information flows. 
With a complex system such as aircraft maintenance and inspection (e.g .• Taylor. 1990), intervention must 
follow can:ful technical analysis of the organization. For example, the more separated the inspection 
subsystem is from the maintenance subsystem. the fewer the direct pressures on Llle inspector. However, 
the price of this independence may well be lack of coordination and technical understanding between two 
of the major groups involved in maintaining airwonhiness. Observations made during this project have 
pointed towards a lack of perceived time pressure on inspectors, largely due !o the'r managers' function 
as insulators. No quantitative data (e.g .. from surveys. questionnaires. or ratings) are available to 
substantiate this observa\1on. but an obvious next step is to co~lect such data in a formal manner. The 
outcome of such a data collection effort would be a baseline of how (and where) inspectors choose their 
operating point on the SAOC. Tne options available for changing the SAOC and the operating point are 
still those given in this section. 

5.3.5 A FRAMEWORK FOR TRAINING FOR VISUAL INSPECTION 

In parallel with development of training systems for diagnostic tasks (e.g .. JohnsoP- !990) the 
predominance of visual inspection requires studies of visual inspection training. Earlier reviews of training 
in aircraft inspection (Drury and Gramopadhye. ! 990; Shepherd, e< al.. 1991) have shown how the 
component tasks of inspection are amenable to training interventions. Literature from industrial inspection 
training was reviewed and applied to airLTaft inspection. 

Training is aimed at reducing !:loth search errors (all misses) ana decision errors (misses and false alanns). 
From a review of the various training interventions available (Gramopadhye. 1992). it becomes apparem 
tiJat some interventions arc better suited to some component ta~ks. The fo!iowing section presents part 
of this review as a research rationale which will kad to specific experimental tcs•s of training 
interventions. The review in Section 53.5.1 covers three area<; which are critical to inspection 
performance: search. decision-making. and p.:rceptior:. 

5.3.5.1 Results of Inspection Training Literature Review 

As noted in Section 5.3.4.2. search task performance is a function of visual lobe size a!.d search strategv. 
Visual lobe training has been studied by Leachtcnavcr (1978) for photo-interprel<:rs. who found that 
practice on a search task increased visuallohc size. Hnwever. practice on a visuallohe measurement task 
may also increase lohe size and transicr this increase to search pcrf<,rmam:c. 

Search strategy training is an under-represent._'(\ ;;;c:t in the literature. From !he litcrmure il is seen u'1at 
systematic ~arch is always more efficient than random search .. ;n that a useful assumpt;on is thai the 
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searcher is always trying to be systematic (ArarJ, Drury and Karwan. 1984). One training objectiw 
should be to ensure systematic search. Le. search in which all areas are fixated. and none are refixatcd 
during a single scan. The major difference between systematic and random search is whether or not an 
area is refixated. The only logical reason for an inspector to refixate an area before a tmal scan is 
completed is !hat !he searcher does not remember whether or not !hal area has been fixated already. 
Hence, i1 is seen that it is necessary to provide a memory-aid :o !he inspector to indica!c the points of 
previous fixations to avoid refixations. This could be done by training the inspectors to use feedback from 
eye movements. either continuously (on-line). or in a discrdc manner at !he end of a search task. 

Feedback from eye movements can be rrovided regarding both the number of nxations and the 
interllxation distance. Literature sugge~ts that these parameters arc correlated with an inspector's 
efficiency in locating possible defects. Providing this sort of f<..'Cdback would be expected Ill result in the 
inspector developing a more effident search strategy. 

5.3.5.1.2 Decision Making 

Wickens (1984) states that training for decision making can be provided in the following ways: 

• Make !he decision maker aware of the nature of limi!ations and h:ases TrairJng operators 10 consider 
alternative hypotheses mighi reduce !he likelihood of cogniliYe tunnel vision. 

• Provide comprehensive and immediate feedback so that the operators are forced 10 ancr:d to the degree 
of success or failure of their rules. 

• Capitalize on the natural efforts of humans to seek caasal relationships in integrating cues when 
correlations between variables are known beforehand. Hence. providing information to the operawr 
so as to emphasize the co-relational structure would help in entertaining particular hypotheses. 

5.3.5.1.3 Perception 

When the separate features !hat define all objects within a category may be variable. objects arc assigned 
to different percepmal categories. Thus, \he operator needs to develop a pt:rccptual schema. a fom> of 
knowledge or mental representation that people use to assign to ill-defined categories. The schema is a 
general body of knowledge about the ch<:racteristics of a perceptual category th.:ll docs not contain a strict 
listing of its defining features (e.g .. features which must all he present for a p:micular instance to be 
termed a category). Because of such fuzzy defining characteristics. the schema is normally acquired as 
a result of perceptual experience with examples rather th:m lcarnini! a simple defining set of rules. 

According to Posner and Keele ( 1968. i970) the devclopm•:nt of a schema coP_,ists of two components: 

• a general representation of the mean. Le .. the oasic form from whid1 all the forms are derived: 
• an abstract representation of !he variability. 

Research in schema formation suggests mat tlle nature of mental representation which pt:ople use 10 

classify stimuli into categories is uol a strict ii~t of the characteristics of me prototypt: but thai the mental 
representation also contains information concemi«g the vari2hiliry around the template. Tr:is is suggested 
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by Posner and Keele ( 1968) who found that exposure to a variety of instances of a schema induced better 
performance than repeated exposure to a single instance. 

Theories proposed by Medin and Schaffer { 1978) state thai assignment is not made by relating each new 
instance to a central prototype but rather relating it to ti'le exemplar to which it is most similar and then 
assigning each n~w instance to the residence category of that exemplar. 

Thus, from the above discussion, it is seen that to help in the development of the schema the training 
provided should be of variable instances of the category rather than a single instance of a prototypical 
memb<:r or rules defining the features which would classify the members into categories. The amount of 
variability provided in the training should be siwJlar to that existing in the real setting. 

5.3.5.2 Rationale for Research on Visual Inspection Training 

From the above discussion. training for visual search would be expected to result in reduced search errors 
(Type 2 errors} and reduced search time. Similarly, training for decision making and perception would 
be expected to result in reduced Type 1 and Type 2 errors. Although training can be used to improve 
visual inspection performance, specific training schemes are not associated with factors that determine 
improvemem in visual insP"'.-etion performance. Hence, ad hoc training schemes are developed that 
guarantee improvements for a particular task without consideration whether such a training scheme could 
be extended to a similar task or a different task, or whether the training is optimizing the use of instructor 
and trainee time. Hence. the first step in the development of a rational training scheme is to identify the 
factors that affect visual inspection perrormlmce. The next step is to determine which of tl1e functions of 
the inspection task are trainable. This in turn will establish the sensitivity of the inspection pgamerers 
to training. 

For any training scheme to be effective it should minimize both search errors and decision errors. Thus. 
referring to the earlier proposed model of visual inspection, it is observed that int-;rvention strategies could 
be developed at various stages of the inspectian process which could be hypothesized to change the 
inspection parameters, resulting in improved performance. 

The following factors are critical to the search process: 

• ability to identify salient features ·•1>'hich can he associated with a particular defect (so that features 
can be searched in parallel instead of requiring foveai attention); 

• visual lobe; 
• eye mo\'ement scanning strategy. 

ln order to improve visual inspection performance, it is necessary to develop training schemes which 
predict improvements in the abo·te factors. In the fo!iowing section various training schemes are briefly 
described. 
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5.3.5.2.1 Visual Lobe Training 

Tne visual lobe is a~very important determinant of search performance. Johnston ( 1965) states L'lat 
observers with a larger visual lobe require fewer tlxatiuns than observers with a smaller visual lobe. He 
concluded that a large visual lobe or peripheral acuity may account for superior sear..:h performance. We 
still need to know how a large visual lobe can affect search performance and how pt-"'ple can be trained 
so as to increase the size of the visual lobe. If the above questions are answered. this would then result 
in a strategy for improving the visual lobe. The more generai question wi>Jch arises is: how does lobe 
size training generalize across tasks (e.g., targets and backgrounds). We are imeres\ed in understanding 
whether the visual lobe training on a given large: type would result :n an improved search performance 
for a different target type and the sensitivity of the search parameter to this type of traini:lg. Thus. it is 
essential to identify whether such a cross-over effect exists. If it docs. then it is sufficient to train the 

person on one target type. If not, !hen it is essential w identify various targel subsets. say Tl' T2 • within 

which cross-over does occur. The people could be provided visual lobe training on a single target 
bebnging to each target subset. 

5.3.5.2.2 Feedback Training 

A person needs rapid and accurate feedback in order :o correctiy classify a defect. or to know the 
effectiveness of a search strategy. Every training program shouid begin with frequent feedback and 
gradually delay this until a level of proficiency has been reached. Additional f~.-"Cdback beyond the end 
of !he training program will help to keep the inspector calibrated (Drury and Kleiner. !'!90). The 
foUowing feedback could be provided: 

• Feedback regarding t.'le correctness of classifying defec"Jve items into categories. 
• Feedback of search strategy from monitoring eye movements. 
• Feedback of fixation times from !he eye movement search. 

The first is known to be essential to learning in perceptual tasks (Annett. 1966). lt provides !he novice 
information regarding the critical difference between a defective item and perfect ilem. thus helping 10 
develop a mental template which has the internal characteristics of the defective item. We are, however. 
still unsure as to what has improved. For example. has learning resulied in a new internal conceptual 
model of the task (i.e., is !he inspector using only certain dimensio·:S of the raul! to classify it)'! 

It has been shown that an important difference between the best and the poorest search performance is the 
length of the sweep<; between eye fixations during a search task (Boynton, Elwmth, and Palmer, 1958). 
Thus, there exists a difference between how a novice and an expert move their eyes across the visual field. 
Gould (1973), in a visual inspection study of circuit chips. found that most of !he eye l1xations occur 
within a definite boundary, which is the area most likely to contaia. th~ targets. I< is demonstrated that 
eye movements in a visual search scenario occur based on !mow.Age of L'le location of faults and on the 
probability of them occurring. 1i1e question that needs answering is: docs feedback ir..formation regarding 
the eye movements help improve t-Ile scam•Jng strategy? Here we hypothesize that providing such 
feedback information would aid the i.nspectors by allowing them to identify areas not covered or areas 
where one spends excessive time. and helping them develop a strategy to cover the entire area more 
effectively. 
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5.3.5.2.3 Feedforward Tr~ning 

When a novice inspt-'Ctor has no knowledge of the type of faults, probability of faults, and occurrence of 
faults. visual search would be expected to be inefficient. Providing feedforward information should result 
in an improved search strategy because tl>e uncertainty is reduced by the inspector knowing both where 
to look and what to look for. Perhaps the insP"...ctor could use the information to achieve a more 
systematic search strategy. guided by the knowledge of the fault characteristics. The inspector could use 
fecdforward information in the following ways: !) to ignore the information completely. 2) to selectively 
incorporate some of the information. or 3) to incorporate this information only at later stages of inspection. 
that is. only after gaining some verification. Kleiner (1983) suggests that experienced inspectors make 
usc of fecdforward information that complements their sensitivity to the fault. If the fault is one that is 
not easily detected. then the inspector relics heavily on the information provided. According to McKernan 
( 1989). i:lspcction tasks that will most likely benefit from the addition to prior information include those 
in which the value of the fault is greater than the value of inspeCiion time. those in wl'Jch the fault is 
particularly difficult to detect. and those in which the product may contain rare. detrimental. and easily 
over\ookeo. faults. 

5.3.5.2.4 A!lribute Training 

Consider an item A. Let the item be faulty on attributes AI. A2. A3 and A4. The inspPctor could be 
trained on each of the above attributes. Such traiPJng would ali ow the inspector to set a response criterion 
for each attribute. The training should be generalizable in the sense that the inspxtor should be able to 
classify the items as defective if the items are faulty on one or more of the anributes. The inspector could 
be trained on which attributes to match first based on the probability of the item being faulty on the 
attributes and the ca>:e with which the matching occurs. Experience and training of the inspectors 
determine how defect ar.ributes arc arranged (Goldberg and Gibson. 1986). 

A similar training scheme has been proposed by Salvendy and Seymour ( 1973) for developing industrial 
skilis. Here. separate parts of the job are taught to criterion. and then successively larger sequences of 
the job are integrated. Czaja and Drury (1981) and Kleiner (1983) used such progressive part training 
very cffcrtivcly in inspection. 

5.3.5.2.5 Schema Trainin~ 

It is essential t.'lat the subject develop a valid mental template (internal n:prescntation) schema of the fault. 
"The lrey to the development of a schema is that it should provide for successful extrapolation to novd 
situations which are still recognizable instances of the schema. 

We need to know how schemas are developed, whctto.cr inspectors can be trained to develop sch:!mas. and 
wha\ sort of training (rule based or knowledge based) should be pwvided to the inspcctms for effe<.'tivc 
development of such schemas. 

The effects of two methods of training need to be evaluatL'd in sch..:ma devch>pmcnt: "active training" and 
"pa-;sive training". In acth·e training. the inspector is t'rescmcd with varicu~ instances of the fault and no­
fault. and has to classify them as dcfcctivc/non-ddectivc. recdhack i~ provided n:gan.ling lhc corrccmcss 
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of classification. In contrast, passive training is where the inspector is merely presented wilh various 
instances of the faults without requiring an active response. 

5.3.5.3 Testing the Visual Inspection Training Framework 

In order to test whether the above predictions of training intervention/task component match are correct, 
a sequence of five experiments are to be undertaken as follows. Ali use LIJe visual inspection simulator 
described in Section 53.1. Brief synopses of each experiment are presented. with more detail given for 
Experiment 5, which has been completed. 

Experiment l: Feedback Training. This compares a control group and three feedback groups. using on­
line and off-line feedback of both cognitive factors and performance factors (c.f. Section 5.3.3). 

Experiment 2: Feedforward Trainim!. Again. a control condition is used as a baseline against which to 
compare r..;i.:-based feedforward. knowledge-baSL'd feedfvrward, and combined feedforward. 

Experiment 3: Anribute Training_ Training for dt..'Cision making using anributcs training, i.e., providing 
the trainee with several levels of severity and complexity. is compared to a control condition where 
narrative descriptions are provided for the fauil attributes. 

Experiment 4: Schema Training_ Schema development will be encouraged by exposing trainees to a wide 
variety of schema instances (corrosion levels and patterns) in both active and passive schemes. 

Experiment 5: Visual Lobe Training_ This experiment tests for ti1e possible cross-over effects on the size 
of visual lobe measure-d for different fault types. 

The objectives of this experiment were to determine tne relationship between visual lobe and search 
perfcrmance, relate changes in lobe size to search per!urmance. and evaluate the effectiveness of lobe 
training. In particular. the experiment measured whether crossover effects exist in visual lobe training. 
It used two types of rivet fault (cracks and loose rivets) and two types of area fault (corrosion and dents) 
to determine whe!her visual lobe training on one faul! would generalize to other faults of the same or 
different classes. 

5.3.5.3.1 Method 

Twenty-f mr subjects were usL'd for Lhis study and were randomly assigned to four different groups. G I. 
G2, G3 and G4. Subjects were tested for 20120 vision and color blindness. All the subjects were 
administered the EFT (Embedded Figure Tes!j and Ml:+T (Matching Familiar Figure Test). which have 
been shown to correlate with different aspects of industrial inspection perfom1:mn:. 

Group G 1: Subjects assigned to this group initially performed the visual search task on the above four 
fault types (randomly ordered) foliowed by visual lohc training on rivet cracks. The visual lobe training 
consisted of performing the visual lobe ta.~k five times. The :raining session was followed hy a search 
task on the four fault types. 
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Group G2: Subjects assigned to this group also initially performed visual scare!>. tasks on an four targets 
(ordered randomly). They followed this by visual lobe training on one area fault and dent. The visual 
lobe training consistrAI of performing the lobe task five times. The training session was followed by a 
search task on all four fault types. 

Group G3: Subjects assigned to this group performed the visual search task in a similar manner to 
subjects in Groups G 1 and G2. However, this was followed by visual lobe training on a neutral target, 
a computer-generated character. This training session was followed by a similar visual search task. 

Group G4: Subjects assigned to this group performed similar visual search tasks. However. they did not 
undergo any visual lobe training. Subjects in Group 4 performed a computer task for a duration equal to 
the time required for the completion of the visual lobe training session in Groups G I, G2. and G3. This 
was followed hy a visual search task. 

5.3.5.3.2 Tasks 

Visual Search Task. The visual search task was the simulated airframe visual inspection task described 
in Section 5.3.1. Subjects had to search for a single fault type in a given area. Visual search performance 
of the subjects was evaluated on four faults which were classified into two types: 

1. Area Faults - 1) corrosion, and 2) dent 
2. Rivet Faults - I) rivet crack, and 2) loose rivets (indicated by streaks of din on the rivet edge). 

The task was unpaced. During each of the four visual search tasks. the subjects had to search for one of 
the predefined faults. Subjects were instructed to work as rapidly as possible consistent with accuracy. 
Subjects verified their response by clicking on the fault with the mouse button. Once a fault was located 
in a given area subjects inspected the next area. 

Visual Lobe Task. The purpose of the lobe task was to d:!termine the size of the visual lobe; i.e .. how 
far into the periphery a subject could see in a single fixation. The basic procedure consisted of 
determining at what distance from the central fixation point t.'le target was completely seen by the subject 
in a single fixation of the fault screen. The exposure duration was kept sufficiently short (0.33 s} to ailow 
the subject a single fixation only. Subjects had !O identify a single fault (a rivet fault in group G 1. an area 
fault in group G2 and a neutral fault in group G3). The fault would appear on the horizontal center line 
of the target screen. at six equally spaced predetermined locations on the horizontal cente( line. three 
positions on either side of the cenrral fixation point. No prior information concerning the position of the 
target was provided to the subjects. The subjects identified the position of the target. either to the left or 
to the right of the origin and accordingly pressed the kt:y "Q" and "P" to register their response. Subject~ 

were requested to avoid guessing and register responses only if they were sure as to the position of the 
targets. The fault screen alternated with a fixation screen. consisting of crosswires at the central fixation 
point exposed for a period of 2 seconG.s. The puqKlse of the fixation screen was to help the subjects fixate 
in the center of the screen after each viewing of the target screen. 
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5.3.5.3.3 Hypotheses Tested 

I. Visual lobe training on one rivet fault (rivet crack) will result in improved visual search 
performance in detecting rivet faults (rivet cracks and loose rivets). 

2. Visual lobe training on one area fault (dent) will result in improved s.:arch pcrfmmance in 
detecting area faults (dents and corrosion). 

3. Search performance on a fault will he superior in the case of subjects who underwent visual lobe 
ttailling on the pani<.:u(u fault U\an (<;~r mtl~c.:r,., wtv..\ m'.<kt wem (t:.Ulliug on a lli!utral target_ or 
subjects who did not undergo any visual lobe training. 

Hypotheses I and 2 tested for crossover effects of visual lobe training and hypothesis 3 tested for the 
effectiveness of visual lobe training in improving visual search performance. 

5.3.5.3.4 Experimental Design 

The design was a 4 groups x 2 trials factional design with six subjects nested within each group. The 
following performance measures were collected: 

I. Number of correct responses for each of the six fault positions in the visual lone task. 
2. Time to detect a fault in each screen for the visual search t<:sk. 

5.3.5.3.5 Results 

To determine whether the visual lobe increased in size during the training. an Analysis of Variance 
(ANOV A) was conducted for the lobe size for the three groups (1. 2. and 3) receiving lobe training. Over 
the five training trials. significant effects of gn,up (F (2,15) = 11.05. !' < 0.001 1). training trial (F (4.60) 
= 13.46, P < 0.0000) and their interaction (F (8.60) = 1.75. P < 0.1046) were f(nmd. To test whether the 
visual lobe training transferred to the visual search task, ANOV As were pcrfDrmed on the mean search 
times for each fault type. These analyzes are summarized in Table 5.22, showing no main effects of 
groups. but rughly significant group X trial interaction. Figure 5.11 shows these group X trial 
interactions. where it can be seen tha< the two faults trained in the visual lobe training hac' the largest 
improvement. For the faults not trained by visual lobe training. the improvement was greater where there 
was more similarity to the visual lobe fault. Neutral training had a smaller amount of transfer. while no 
tralning. i.e .. spending equivalent time on other computer tasks, had no bencl1cial effect. 

Search Time 
Analyzed Group (G) Trial (T) Group X Trial 

Looce Rivet p :> 0.25 p < 0.005 p < 0.05 

Rivet Crack p :> 0.25 p < 0.005 p < 0.10 

Dent p :> 0.25 p < 0.01 p < 0.05 

Corrosion p :> 0.15 p < 0.05 p < 0.05 

~ Overall p :> 0.25 p < 0.0001 p < 0.005 

Table 5.22 Summary of Analyses of Variance of Mean Search Times 
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Similar results can also he seen when the changes in visual lobe size during trai11ing arc related to the 
changes in search time after training. Table 5.23 relates the dependence of search time for each faul! type 
to the increases in lobe si7.C. using the coefficient of determination (r) as the measure of dependence. 

Percent Increase in Percent Decrease in Search Time For: 
Visual Lobe Size 

For: Loose Rivet Rivet Crack Corrosion Dent 

Group 1 {Loose Rivet) 0.75 0.36 O.Q1 0.21 

Group 2 (Dent) 0.09 0.00 0.68 0.85 

Group 3 (Neutral) 0.16 0.05 0.74 0.00 

Table 5.23 Dependence (r2
) of Percent Changes in Search Time on 1\:rcent Changes in Visual Lobe 

Size for Each Group 

There was a direc\ transfer from the fault used in visual lobe training tu that fault in visual search. with 
a smaller transfer to the other fault in the same group (rivet or area). 111<: neutral fault visual lobe training 
transferred only to one area fault. 

5.3.5.3.6 Discussion and Conclusions 

Providing training. even just repeated practice. in rapidly detecting a fault in peripheral vision. docs indeed 
increase the size of the area in which that fault can he detected in a single glimpse. i.e .. the visual lobe. 
This increased visual lobe is not merely a result of increa-;ed famili<rri!y with the experimental visual lobe 
task. as it transfers to a more realistic inspection task. visual search. Thus . .:ven such a basic aspect of 
inspection perf11rmancc <L'i the visual lobe can he improved through training. Fur eadl fault type there 
was a 20- 307< i11crea-;e in lobe size over just 11ve practice trials. This transferred to the search ta'ik with 
percentage changes in overall visual search time of: 

Group I (Loose Rivet) 
Group 2 (Dent) 
Group 3 (Neutral) 
Group 4 (No Training) 

307< 
327c 
1 R '7r 
-4'7r 

There is a close correspondence hetw.:en tlu; training on actual faults ((imups l and 2) and improvement 
in search times. and even some improvement. l(,r training on a neutral fault. i..: .. om: whidt did not appear 
in any search ta'iks. l'o training. as expected. produced no effect. 

From Section 53.4. it wa<; seen that visual search I(Jllows a speed/accuracy tradeoff ~urve. so that what 
has hccn mcw;ured here a<; ~;earch times. can also he interpreted as search accuracy in a given. tlxed time. 
Thus. this experiment ha'i demonstrated t11e value of training in inm:a'iing the inspector's ability to receive 
and interpret peripheral visual information. The implication is that tasks similar to the visual lohc ta-;k 
given here need to he derived ami used with inspectors. The hend1b of a simple. simula!or-hased study 
in rapidly determining the feasibility or new training techniques !las also he.:n demonsllatcd. A study 
based on actual faults on a real aircrali struct:JrL' would han: been impossihle as single glimpses ~ann01 
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be repeated without the inspector learning the true identity of each fault. A study using hardware to 
simulate the faults would be extremely cumbersome, with hundreds of fuselage samples identical apart 
from fault location being required. 

5.3.15 INTERNATIONAL COMPARISONS IN AIRCRAFT INSPECTION 

As noted in Section S.l. a joint study of inspection practices in the U.K. and U.S.A. was undertaken as 
part of a Memorandum of Agreement between the CAA and l-'AA. The Lock and Strut' report (1935) was 
in fact prepared earlier in that decade, so that the CAA. for whom the report was produced. initiated an 
update by M. W. B. Lock in 1990. As the techniques of observation were similar to those used by the 
FAN AAM team, a joint venture was created to allow direct comparison of U.S.A. and U.K. pr::ctices. 
Both C. G. Drury and M. W. B. Lock were participants, and have issued a joint report (Drury and Lock. 
1992), so that only a briefer summary is presented here. 

The aircraft to be maintained are designed and sold for world-wide markets, so that much of the inspection 
and maintenance is pre-determined by the manufacturers. However. the various regulatory authorities 
around the world (e.g .. FAA. CAA. JAA) have different requirements. In addition, the way in which an 
airline chooses to meet these requirements leave~ some latitude for local and cultural variations. 

Although many points of difference were noted. perhaps the most obvious is in the way in which the 
inspection/maintenance job is scheduled and controlled. In the U.K .. ihe management structures of 
maintenance and inspection arc usually closely intermeshcd. In the past it was frequently the cast' that 
the engineering manager and the quality control chief were the same person. Although this not the case 
in large transport aircraft, it can still be the case in smaller commuter airlines. Work arising from an 
inspection can be allocated by the inspector. who is often also a supervisor, \lf hy a senior person who has 
responsibility for both inspection and maintenance. The inspcc10r is frequently consulted during the defect 
rectification. in some cases is the actual supervisor of that work. and will :Jsually he the person to buy 
back the repair. 

:n the U.S.A. the management structures of maintenance and inspection arc separated up to a level well 
beyond the hangar floor. A wide variation of management authority was found whereby either 
maintenance. inspection, or even planning. could dominate (Taylor. 1990). In a few companies visited 
there was provision for coordination hetween maiiltcnance and inspection hy an engineer whose job was 
to ensure some cross talk. The engineer served as shift change coordinator. Typically though. work 
arising from an inspection is allocated hy a maintenance supervisor so that the inspector who raised tt,e 
defect has no responsibility for defect rectilication and may not be the inspector who docs the buy-back 
inspection. 

The separation of the two management structures in the U.S.A. is dictated largely by the existing Federal 
Airworthiness Regulations. driven by a deeply-felt need for checks and balances as an error reduction 
mechanism. At the hangar floor level the general view is that repair and maintenance would suffer if the 
repairer knew that certain inspectors were 'huying ;1ack' the work. as some arc known to he less stringent 
than others. The general view in the U.K. was that the system of having the same inspector responsihlc 
throughout for any particular defect and its rectification was prcferabk as the repair could he monitored 
at appropriate stages. ensuring that the jotJ had been pcrform-:d correctly. 
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Both systems lead to different requirements for training in managerial skills. Despite the greall."f direct 
management responsibilities of inspectors in the U.K .. lillie formal training in managerial skills was 
evident. 

A number of visits were undertaken hy each participant in each country, either separately or together. 
There was no attempt at comprehensive sampling; rather the knowledge of each participant was used to 
select sites which would he illustrative of various features. ror example, in the UK, visits were made to 
specialist third-party NOT companies which serviced civil aviation because they represent a major source 
of NI>T expertise utilized hy some airlines. 

At each site. the visit was divided into two sections. although these often overlapped in coverage: 

• Systems Overview. First the management of the maintenance of the site was probed in management 
interviews. The structure of the maintenance and inspection organization(s) was elicited during 
discussions with managers, shift supervisors. foremen. and often with staff who were outside the line 
management structure. These could include training personnel, archive keepers. work card preparers. 
planners. and so on depending upon the initial discussions with management. The aim was to he ahle 
to write a short description of how the system should operate. and the management philosophy behind 
this system structure and functioning. 

• Hangar-Hoor Operations. Detailed observations of the prartice of inspertion. and its organizational 
constraims. were made hy following an inspector for all or part of a shift. As the inspector pmgressed 
through a joh, questions were asked concerning the inspection itself and ancillary operations. such as 
spares availability from stores, or time availability for training. Thus a rcasonahly comnlete task 
description and analysis could he written on the inspection task itself. while ohtaining information on 
the wider context of the inspector's job. This technique also allowed the collection of anecdotal 
recollections of previous jobs, and other events from the past. While these had an obviously lower 
evidence value than direct observation of task performance. they did provide a valuah!c adjunct to the 
data collection process. 

Sites visited included major air carriers. regional or second-level airlines. repair stations. and NDT 
companies. In addition visits were made to rAA and CAA pcrsonnei and to a Royal Air Force ba~e 
where maintenance and inspection procedures are written. 

5.4 CONCLUSIONS 

As the FAN AAM program on human factors moves from its sccond to third phase~. work has progressed 
from observation to demonstrations of concepts for doing maintenance and inspertion. The original 
approach. developed in Pha;e I and reported in Shcphen.l. et al.. (l'i'.ll) was to have human factors 
engineers study aircraft inspection and nwintcnance so a-; to dckrmim; a strategy. Enough depth and 
breadth of study was maintained to he able to lind rritical intcrscctjons ho:twecn human factors knowledge 
and techniques on one hand. and field problems of inspection and maintenance on the other. This involved 
hnth top-down analysis. taking a systems view. and l:lollom-up analysis. pcrl(>rming detailed task analyses 
of ir.spector's jobs. 
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Phase II has rather closely followed the recrmm' . .:ndations maui! in Phase I. Observation of field activities 
has been scaled down and re-focussed onto very specific areas. Thc.::e have evolved into the on-going 
sequence of demonstration projects. While results from the first two suo.:h projects arc not scheduled to 
be available until the summer of 1992, the concept appears to be working well. Airline personnel at all 
levels recognize that improvements arc possible, and thus, are heing most coopcwtive with the human 
factors team. 

As Phase Ill approaches. more of the projects listed in the Phase I report will he performed, as well as 
new ones added. For example, the whole field of inspection and maintenance scheduling could benefit 
from human factors research into combined human/automated scheduling systems (e.g .. Sanderson, 1989). 
When projc:ts are completed, a dissemination of results and lessons learned will be needed. presumably 
by presentations and published papers. Both the FAA and the airline maintenance organizations need to 
consider the best ways for rapid dissemination and application of demonstration project results. 

The detailed application of human facto~s knowledge (often models) to specit1c problems (Sections 5.3.1-
5.3.5) has yielded insights for the experimental program and the demonstration projects. Feedback is now 
required from the industry on whether l!. finds this work adds to its operational understanding. The 
experimental program is just starting, following hardwart: procurement and software development. As this 
progresses, the same simulations should be available for specific experiments supported by industry, as 
well as for the on-going programs presented here. 

The long-term aim of the whole project is to provide phast:d solutions of practical usc to industry to 
improve the already high performance of aircraft inspection and maintenance. 
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Chapter Six 
A Human Factors Guide For Aviation Maintenance 

6.0 INTRODUCTION 

The U.S. air carrier industry and the Federal Aviation Administration are dedicated to the highest level 
of safety in commercial aviation. To achieve this goal. they must rely on effective and efficient 
maintenance operations. Proper maintenance support is indispensable to safety, to aircraft availability. and 
to airline profitability. The safety requirements dictate that maintenance be effectively error-free. Aircraft 
inspectors and aircraft mechanics must work in an environment and use procedures and equipment all 
carefully structured to work well and to minimize any potential for error. The design of procedures and 
equipment must ensure that errors are not built into the system. 

The maintenance effort to ensure continuing airworthiness of the air carrier fleet is demanding and costly. 
The maintenance industry com!nues to grow in parallel with that of airline operations. Table 6.1 shows 
that, in 1991, about 59,000 m,;,d;:..Jcs were employed in this industry, with maintenance expenses of 
approximately $9 billion. These numbers reflect significant growth over the last decade but do not 
indicate the changing character of the industry. Maintenance operations are l:leing recast to account for 
the introduction of new and more complex aircraft and the use of more sophisticated maintenance and 
inspection procedures. 

Aviation maintenance is in fact a 
large industrial system which includes 
many clements such as the aircraft, 
the maintenance facility, supervisory 
forces, inspection equipment, repair 
equipment, and the maintenance 
technician. All of these elements 
together comprise the "maintenance 
system" (Figure 6.1). Within this 
system, the technician functions and 
should be viewed as one would view 
any other clement. A maintenance 

Mechanics employed 58.819 

Maintenance expenses $8.8 billion 
(11.o% of operatmg expenses) 

Major carriers contract approximately 1 1% of maintenance work 

Table 6.1 Maintenance Parameters for U.S. Scheduled 
Airlines (1991 data) ATA ( 1992); Office of 
Technology Assessment (OTA) ( 1988). 

technician has a set of operating characteristics. Conceptually this human can be considered in essentially 
the same manner as other system elements such as. for example, items of electronic equipment. The major 
difference is that the human is significantly more complex and not nearly as predictable. However. anyone 
responsible for designing or operating a system, such as a maintenance system. must understand the 
operating characteristics of each clement within the system. and this includes the human. 

Human factors is a discipline which seeks to understand the laws of human behavior. the capabilities and 
limits of humans, and the effects of environmental and other factnrs on human behavior. A key goal of 
human factors is to provide guidelines for th:: op'imum use of humans in operating systems. An allied 
goal is to define the mru;ner in which variables internal and external to a system affect human performance 
within the system. 
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The operation of any system can only 
be optimized if every system element 
is working properly and if each 
element is carefully coordinated with 
every other element. The manager of 
a system such as a maintenance 
operation should have all necessary 
information concerning maintenance 
technicians and, in. particular. those 
features of the maintenance 
environment which serve either to 
enhance or to degrade technician 
performance. The manager or 
supervisor of a maintenance activity 
can be aided through use of a Human 
Factors Guide that will provide this 
information in a form suitable for day­
to-day reference use. 

r M-a~~g.~l!-~t. 
~ Work Communication . 
' 

-Ma~tenance 
. Toorsand 

ProCesses- "' 

Figure 6.1 The Maintenance System 

Maintenance ~ 

. Equipment :: 

. and Systems ~ 
.. ; 

A Human Factors Guide will present established principles of job design and work. These principles, if 
well applied, can make a major contribution toward the control of human error in aircraft maintenance and 
inspection. Issues of communications, equipment utilization. work scheduling and load, work 
environment, and management relations all are of importance in determining worker effectiveness. A 
Human Factors Guide should cover these and other issues of human performance that can be applied in 
aviation mainienance. In presenting these principles, the Guide should see that the information is 
especially addressed to aviation maintenance and insp.;:ction needs. 

The preparation of a Human Factors Guide is timely for a number of reasons. The most important of 
these reasons include: 

1. There is a need. Safety is always a matter of concern. The Guide can contribute lo maintenance 
efficiency and to the control of human error in maintenance. Titis in turn will support continuing 
safety. There also is the matter of cost control. Maintenance effectiveness contributes to cost 
reduction. 

2. Human factors is a mature and growing discipline. The knowledge within this discipline should be 
used to support maintenance operations in the same manner as information from the engineering 
sciences support specific maintenance procedures. 

3. Considerable information concerning human factors in aviation maintenance has been developed both 
through the research conducted by the FAA Human Factors Team and through the conduct of human 
factors meetings during which beneficial recommendations have been made by representatives of air 
carrier maintenance. All of this information should be incorporated into a Human Factors Guide. 

The Human Factors Guide. as envisioned now. will be directed primarily toward !hose concerned with the 
development and operation of air carrier maintenance organizations. However. the Guide will be 
structured to meet the needs also of a larger audirnce interested in and rcsponsillle for aviation 
maintenance. In general. the Guide should provide human facwrs principles and data of usc to: 
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Maintenance planners and supervisors 
Maintenance inspectors and technicians 
FAA management and FAA inspectors 
Air carrier operators 
Designers of maintenance equipment 
Aircraft design teams 
Aircraft manufacturers 

6.1 DEVELOPMENT OF A HUMAN FACTORS GUIDE 

The development of a Human Factors Guide for Aviation Maintenance is underway. The first step in this 
development was to consider the premise on which the Guide shouid be constructed. This premise is that 
the Guide, or any ouch document, is of little if any value if it is not used. Tht: aviation maintenance 
community must the Human Factors Guide :r the Guide is to serve any real purpose. For the Guide 
to be used, it must meet ongoing needs of maintenance personnel and must be prepared in such a manner 
as to foster use by this group. 

In order to collect information to satisfy the above requirements. a sampling of aviation maintenance 
personnel was conducted. The information solicited was designed to ensure that the real needs of 
maintenance personnel would be met and that the Guide could be consistent with the ways in which this 
sample stated they were likely to use such a Guide. 

Approximately 60 individuals affiliated in some manner with the air carrier maintenance industry were 
contacted to provide guidance on significant maintenance topics. Names were selected from the list of 
attendees at earlier FAA Human Factors Meetings. The iist included persons br,th from the United States 
and from foreign countries. The role of these persons in aviation maintenance. based on their replies, is 
shown in Table 6.2. The fact that most replies were received from "Inspection! Maintenance Managers" 
is to be expected since this job category constituted the bulk of the initial mailing. 

The next question concerned 
the value users would place 
on a Human Factors Guide 
for their work. Not 
surprisingly, almost ail of 
those who replied indicated a 
Human Factors Guide would 
be "very valuable" or 
"valuable." Since these 

Work Classification 

Inspection/Maintenance Manager 
EducatorfTrainar 
Aircraft Designer 
Other (Senior Management. 
Quality Assurance. Consulta~.t, Research. 
AMT Associate, Crew Systems Analyst) 

replies were given by persons Tlible 6.2 
who had evidenced interest in 

Occupation of Respondents 

this topic by attending human factors meetings, these replies were anticipated. 

Numbe~ 

22 
7 
2 
7 

.I 

The individuals were questioned on the anticipated frequency ol use for a Human ractors Guide. if the 
Guide contained appropriate information. This question was asked in order to determine whet.'ler the 
Guide should be prepared as a working document (as a job aid) or as a reference manual. Table 6.3 
presents the replies to this question. 
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The replies indicate the preferred use tllr a Hu.11an Factors Guide would be as a working document 
consulted on a number of occasions during the year. 

6.2 HUMAN FACTORS 
COVERAGE 

The coverage provided in a 
Human Factors Guide is of 
great importance if the Guide 
is to be truly usefuL 
Certainly, the topics included 
in this Guide should be those 
which members of the 
maintenance community 
consider important. In order 
to collect information 
concerning desired coverage, 
an outline of a prototype 
Guide was prepared. Each 
person was presented a list of 
chapter headings from the 
prototype outline and asked to 
judge the !l:lportancc of the 
topic on a five-step scale 
ranging from "very important" 
(weighting of five) to "not 
important" (weighting of one). 
With this system, had each of 

Frequency of Use 

Reviaw initially 
Daily 
Weekly 
Monthly 
Rarely 

Number of 
Replies 

3 
20 
13 

Table 6.3 Frequency of Anticipated Usc for a Human Faclors 
Guide 

Human Error in Maintenance 
Information Exchange and 

Communications 
Maintenance Traini11g and Practices 
Human Capabilities and Limits 
Human Performance 
Work Requirements 
The Maintenance Workplace 
Job Performance Aids 
Man-Machine Interface 
Workplace Features 
Automation in Aircraft Maintenance 

Weighted Score 

178 

178 
173 
168 
166 
163 
160 
157 
156 
152 
151 

the respondents judged a given 1!,
1

=·a""b""le=
6

.""
4
=====================d 

Importance of Specific Topics for Inclusion in a Human topic to be "very important," 
factors Guide that topic would have received 

a total score of 190. Results 
for this question are presented in Table 6.4. While there is a dispersion of total scores. it is quite apparent 
that most topics were judged either as "very important" or "important." The topics in Table 6.4 are listed 
in terms of decreasing order of judged importance. 

Prior to the contact wilh the 60 individuals, a queslion had arisen about the desirability of including a 
section within the Human Factors Guide concerning emotional factors. For this reason. a separate question 
was included that asked "Should the Human Factors Guide contain a section. not usually included in texts 
of this type, that addresses social and emolional faclors thai can affect the performance of a worker?" The 
following responses were received: 

= 32 6 

Obviously, the majority of the respondents believe that a section containing !11•~ ahovc information should 
be included in the Guide. 
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To ensure that no appropriate topics were missed, each respondent was asked to note any additional topics 
believed important for a Guide of this type. Quite a few replies wt:re rect:iwd; most appeared to be 
variants of the topics in the initial list presented in the mailing. However. a few were indeed new and are 
listed below: 

I. Requalification, limitations, and competency verification for aviation maintenance 
technicians. 

2. Minimum individual qualifications (eyesight. color blindness. and manual dexterity) for 
specific maintenance fun~tions. 

3. Sexual harassment. (This could become increasingly important as workforce 
demographics change.) 

4. Working with the handicapped. (The recently passed Americans With Disabilities Act 
gives impetus to this topic.) 

6.3 FORMAT 

For a Guide to he useful, it not only must contain appropriate information but also must be presented in 
a manner designed to make it 
easy to usc. Several questions 
addressed the general issue of 
format. The first question 
concerned optimum length. 
The ·~ontacted individuals were 
asked "To be most usable, 
what size should a Human 

Length 

Less than 100 pages 
100 - 300 pages 
Over 300 pages 
Size is of no concern 

Responses 

18 
14 
0 
6 

Factors Guide be?" Table 6.5 Table 6.5 
presents the responses. 

Desired Length of a Human Factors Guide 

The above replies clearly point to a shorter rather than a longer Guide. These data are supported by a 
comment submitted by one respondent: 

A Human Factors Guide 
should be 50-75 pages 
for handout trJ line 
managemem personnel. 
It should be 100-300 
pages for managers and 
supervisors will! 
decision making 
capabilities jor 
resources and monies. 

The next item asked "What 
format would you find most 
useful?" 11tis qacstion is 
considered quite important 

Format 
Number of 

Selections 

Key information and recommendations 
in bullet form. w'th i:lustrations 

Short statements, with illustratJons 

Running prose, with illustrations 

Other (Please Specify) 
(Combine short statemen:s. with 
Illustrations. and key information and 
recommendations in bullet fonn. with 
illustrations: usa running prose - segmented 
by topic statements: use eiectronic/digJtal 
format with key word search.) 

20 

8 

8 

2 

Table 6.6 Preferred format for a Human Factors Guide 
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since the manner in which information is presented can affect the extent to which individuals will seek 
and usc information concerning the :opic being presented. Table 6.6 shows the results for this question. 

Results indicate the desired 
format would be one in which 
information is presented tersely 
and concisely. either iii bullet 
form or using shon statements. 
Illustrations should suppon the 
materials as needed. 

A question next was asked 
which relates both to the 

Alternatives 

A shorter guide, presenting brief 
discussions and recommendations, with 
supporting data elsewhere (possibly 
in another book or in a computer 
data base)? 

A longer guide, wilh supporting data 
included as appendices? 

Number 

21 

17 

length of the Guide and the Table 6.7 
manner in which m::tcrials arc 
presented. Two alternatives 

Prderence for Physical Structure of a Human Factors 
Guid,; 

were given with a request for a preference between these two. 
shows the replies. 

Table 6.7 lists the two alternatives and 

These results show a slight pref,;rence for a shoner Guide, even if one has to look elsewhere for data 
supponing and elaborating Lhe concise information presented in the Guide. One supponing comment 
illustrates this: "A shoner Guide. Computerizcd supporting data would be very nice." 

6.4 SUMMARY 

The replies of the mainten:mce personnel. combined with other discussions with those likely to use a 
Human Factors Guide. lead to the following conclusions cono.:rning the content and structure of the Guide. 

Audience. The principal users of a Human Factors Guide will be air carrier maintenance planners and 
supervisors. However. care must be taken that the structure of the Guide not be oriented entirely toward 
this group. A Human Factors Guide also can be: used to advantage by otht.:r groups. including FAA 
management and FAA inspectors as well as aircraft design teams and designers of maintenance equipment. 
The document also could he used profitably in training operations. 

Content. Three topic~ have been i'lcntincd as most important for indusi,•n in a Human Factors Guide. 
These topics are: 

• Human error iu maintenance 
• Information exchange and communications 
• Maintenance training and practices 

All topics must be given appropriate coverage in the Guide. Cireatest attention. however. will be given 
to the three topics listed above. 

Size. The Human Factors Guide should not be a largl! document and prohably shoul::i not exceed 200 
pages in length. A larger document might well impact usc. particularly if the document is to be carried 
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around within the maintenance facility. Current thinking is that supporting materials, which couid be quite 
lengthy, would best be contained in a computerized data base in a CD-ROM system. With proi)Cr search 
strategies, data supporting the Guide could be obtained quite rapidly. 

Style. Information within the Human Factors Guide. such as basic human factors principles applied to 
specific maintenance labor, should be presented concisely, possibly using a bullet format. with supporting 
illustrations. Introductory chapters and materials can be mare in a running prose form. The language 
should be simple and straightforward English. lllis will make it more likely that the message is conveyed 
as intended. Use of simple English also will help should the Guide be translated into a foreign language 
for use in overseas maintenance activities. 

6.5 REFERENCES 

Air Transport Association. (1992). Air Transport 19':12. Amuwi report of the U.S. scheduled airline 
industry. Washington, DC: Author. 

Office of Technology Assessment. (1988). Safe skies for tomorrow. (Repon No. OTA-SET-381). 
Washington. DC: U.S. Government Printing Omce. 

151 



A Human Factors Guide for Aviation MainteiUlnce 

Chapter Six Appendix 

Sample Section Of A Human Factors Guide 

The following section illustrates the manner in which the above concepts and rules would be applied in 
the preparation of a section for the Human Factors Guide. The section is presented in highly abbreviated 
form simply to show the appearance and general content of a part of the Guide. This section does not 
indicate the depth of coverage planned for individual topics. 

1.0 SECTION 1: AREA AND TASK LIGHTING 

1.1 Importance of Lighting in Industrial Operations 

Lighting conditions in an industrial 
workplace are important both for 
worker productivity and for worker 
comfort. Numerous studies have 
examined the effect on worker 
productivity of varying levels of task 
illumination (see Cushman. 1987). In 
general, these studies show that 
performance under low illumination 
improves to a point as the illumination 
level is increased. Figure 1 shows the 
reduced time required to complete a 
typical industrial task (reading a 
micrometer) as the level of 
illumination on the task is increased. 
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Note that when the illumination 
reaches about 100 footcandles, no 
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additional improvement is seen. ln 
general. industrial tasks show smaller Figure 1 
and smaller improvement in 
performance as illumination is 
increased. However, the point where 

1 5 10 50 100 500 

lli..UMINAllON (FOOTCANOI..ES} 

Effect of illumination level on time to complete 
a typical industrial task (micrometer reading). 
Adapied from Sanders and McCormick, 1987. 

performance finally levels off is task-dependent. Tasks that arc visually difticult. as might be rruc for 
inspection activities. will require more light to achieve best performanct> than will easier 1asks. 

Research concucted to assess the effectiveness of illumination on performance must deal with two issues 
which can affect the resultE. First. motivational factors must he controlled. Subject, or workers., who 
know they are in a study will tend to perform better independent of the i!lumin:llion ievcl. St."COnd. the 
age of subje;::ts is important. Workers who are over 45 years 

of age will show more improvement with increasing illumination than will j'Ounger workers. If a work 
group contains older workers. illumination should he increased to account for tt>Js. 
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Recommendations for proper illumination levels for various activities have been prepared by L!-Je 
Hluminating Engineering Society and are presented in Table l. 

Sanders and McCormick 
(1987) point out problems in 
arriving at recommendations 
for adequate illumination to 
ensure proper task 
performance. Interestingly, 
!hey note that recommended 
levels continually increase 
wough the years. Current 
recommended levels are about 
five times greater than levels 
recommended 30 years ago for 
!he same tasks. 

Activity 

Working spaces wit"l occasional 
visual tasks 

Parlorma.'ice of visual tasks of 
high contrast or large size 

Perfor.nance of visual tasks of 
medium contmst 

Performance of visual tasks of 
low contrast or very small size 

Performance of visual tasks of 
low contrast and very small size 
over a prolonged period 

Level (footcandles) 

10.20 

20.50 

50. 100 

100 • 200 

200 . 500 

Even lhougb proper levels of 
illumination arc provided. task 
performance can be degraded 
if glare sources are present. Table I 
Glare is of two types. Direct 

Recommended lllumina.;1ce Values for Different Types of 
Activity. Adapted from Kamowit:: & Sorkin. 1983. 

glare is produced when a 
bright light source is in the visual field. Indirect glare. often called reflected glare. is reflected from the 
work surface and reduces the apparenl contrast of task materials. Either direct or indirect glare can 
degrade task performance. Table 2 offers suggestions concerning ways to control the effects of glare 
sources. 

1.2 Lighting Conditions in Aviation Maintenance 

A study of illumination condilions within major air carriers was accomplished as part of an FAA audit 
(Thackray, 1992). In these facilities. overhead lighting typically is supplied by mercury vapor. metal 
halide, or high-pressure sodium iights. The: principal difference here is in terms of the color rendition of 
the lights. While color rendition is probably not too imponant for aircraft exterior maintenance tasks. the 
level of illumination could be. Table 3 stows average illuminaliOT} levels measured at different 
maintena.nce work areas. hoth for day st'.ifts and night shifts. Table 3 also presents recommended 
illumination levels for aircraft repair and inspection tasks. Although slightly below 1ecommended levels, 
the illumination for work on upper and lateral surfaces of an aircraft appear ackquate. For repair and 
inspection conducted below wings, the fuselage, and within cargo and engine areas. measured illumination 
levels are not adequate and supplemental light sources arc required. ln general. supplemental lighting is 
provided through quart;;: halogen stand lights, dual 40-watt fluorescent stand fixtures. single hand-held 
fluorescent iamps. and !1ashligh1s. 
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To Control D<rect G!are 

Position lighting un!ts as far from the operator's :me of SlQht 
as practical 

To Control !nd:rect Glare 

Avo1d placing ltghts in t~e md!rect-glare 

Use lights with diffUSing or poianztng lenses Use se'leral low-intens1ty ltghts mstead of one bnght one 

Use lights that produce a batwing light distnbution and 
~osition workers so that the highest l~ght level comes from 
the sides, not front and back 

Use surtaoes that diffuse !ight, St2ch as flat pamt, non ..gloss 
paper, and textured finishes 

Use :ights with iov.vers or prismatic tenses Change the cnentai:on of a wor\<p!ace, task. v:ewtng angle. 
or vtewing d1rect1on until maximum viSibility is ach1eved 

Use indirect lighting 

Use light shields. hoods and v;sors at the workplace if other 
methods ars impractical 

Table 2 Techniques for Controlling Glare. Adapted fwm Rud6ers. 19?57. 

Usc of supplemental lighting 
docs not necessarily solve 
ex1st1ng lighting problems. 
The FAA audit of major 
carriers found that 
supplemental lighting systems 
frequently were placed too far 
from the work being 
performed and were too few 
in number. The result was 
that, even with supplemental 
lighting, the illumination 
directly at the work site w&s 
less than adequate. 

/>Jrcraft inspectors generally 
use small flashlights as 

Measured (Footeandles) 

Hangar area 
Below wings, fuselage and 1n cargo a;eas 
Within fuselage 
Visual 1nspectJon 

(2 D-call flashlight) 

Recommended (Foo!candl~ 

Ancraft repair. general 
Aircraft VJSual inspection 

0 rdma;y a rea 
D:fficult 
Highly diffiCUlt 

66 
26 
23 
1 00-SOC 

Mm. Level 

75 

50 

100 
200 

51 
15 
18 

II 
I 

l 

II 
! 

supplementary sources. At Table 3 
times, small lights mounted on 
headbands may be used. The 
flashlights provide 

Measured Illumination Lcvds at MajPr Air Cmiers 
Compared with Rewmmendc<l I cvcis. Adapted from 
Thackray, i 'I'JU. 

iliumination ranging from HXlto 500 footcandks and an.: acceptallh: for visual inspection. Howcwr. u,;c 
of the flashlight means that one hand cannot he used for mani;x;lation of the systems bdng impectcd. 

In an attempt to produce more cvc:Jlighting within maintenance hays. some carrkrs have paint•.:d the walls 
and even the floors with a hright white relkctivc paint. Whit.: thb does tend to r.:duce shadow c!lects. 
other problems can arise. The principal one is glare. Rt:tkcted light fmm bright o<ources produces glare 
which can both cause discomfort and reduce visibility of key features of the maintenance task. The gbre 
tends to obscure or veil part of the visual task. 

155 



Chapter Six 

1.3 Guidelines 

The goal of controlling human er•or in aviation maintenance requires that maintenance be conducted und(!r 
proper lighting conditions. Tilis is t...-ue both fer area lighting. that which illuminates the full working area. 
and task lighting. that directed toward specific work activities. Improper or insufficient lighting can lead 
to mistakes in work tasks or can simply increase the lime required to do the work. In a progra;n directed 
toward proper lighting conditions. the following guidelines should be observed: 

Guidelines 

• Area lighting within a maintenance facility should be a minimum of 75 footcandles. A 
level of 100-150 footcandle~ is prefened. 

• Care must be exercised to sec that the light level available for night mainte11ance activities 
in panicular does not drop below recommeo1ded levels. Any lighting studies must be 
conducted both during the day and at night. 

• Task lighting for aircraft inspection requires a nurumum of 100 footcandles of 
illummat;on. For difficult inspections or fine machine work, 200-500 footcandles of 
illumination is necessary. 

• Supplemenlai lighting must he adequate for the task at hand, best judged by the worker. 
Task lighting should be placed close to the work being done and. if feasible. should leave 
both of the worker's hands free for the work. If systems must be manipulated, lights 
mounted on headbands are preferred to flashlights. 

• If the workforce contains a substantial percentage of older workers. i.e. those greater than 
45 years of age. recommended lighting levels should he increased. probably on the order 
of 50 percent. 

• Glare sources should be controlled. Supplemental lighting should be placed as far from 
a worker's line of sight as practical. Rc!1ecied glare can be changed hy reorienting the 
work surface or changing the position of lights. Worker complaints are the best means 
for identifying offending glare sources. 

1.4 Procedures for Evaluating Light Conditions 

The best procedure for determining if lighting conditions arc adequate is through the services of either the 
industrial hygiene department or the safety department of the air carrier. Individuals in these departments 
typically are trained in procedures for conducting an environmental audit. possess the necessary 
measurement equipment, and understand the problems involved in obtaining meaningful measurements. 
Specialists from these departments also will be able to provide a proper evaluation of the audit results. 

If the services of specialists arc nnt available. maintenance managers can assess iighling conditions 
themselves. Photometric equipment is available which will provide accurate (generally plus or minus five 
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percent) measurement of facility lighting. llluminometers/photomcters arc available commcrcia!!y for a 
price in the order of $l.OOG. Catalogs of scictttific equipment describe these items. 
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Chapter Seven 
The Effects of Crew Resoun·e Management (CRI\l) Training in Maintenance: 

An Early Demonstration of Training Effects on Attitudes and Performance 

7.0 l~TRODt.:CTION 

There are encouraging results from initial d:ua on the dl<.:cts or a CR~1 training program fnr technical 
op.;ralions managers on attitudes and maimer1ncc p.;rformance. 

The study is intended as an illustration of results b<.:ginning to emerge after only a few months experience 
in a iong term program of effective communication to improve safe. dependahk and dtkil!nt pcrform2.nce. 
Specifically. the analyses reponed here compare managers· pre- and p<>st-training attitudes about a vari.:ty 
of management and organizational factors as wdt as pre- and post-pcrformano~ meas'.ln:s in several 
maimcnance (and relat.:<J) dcpartrnt:nts. Some highlights are as f(J!Io"·s: 

! ) Participants' immediate responst: to the training was n:ry positive. They were ev.:n more positive 
than those from oth.:r studi<::s inv.:stigating CR~1 in maint..:nance or in night operations. 

2) Changes in relevant attitud..:s mt:asured ir:mlediatcly hd(Jrc and after training reveal strong and 
positive changes following traiPJng, !(1r thrt:c or the hmr indkes measure<'. Follow-up result<; 
sev.:ral months aftt:r training, rcv.:al that !h..:se cha11ges arc stab!..:; forthcoming data should 
continue to strengthen these conclusions. 

3) M('St maintenance performance measured before and after the CRM training sessions. examined 
in the present paper. show significant changes in the expected din:clion. indicating a positive 
t:ff.:ct of training. 

4 J A pattern of rdationships in !he: expected direction were: ohsc:rv.:d hetw.:en the: post-trainjng 
anitudes and !he post-training performance. ln particular. those measur.:s predicted (by !he 
progran;'s trainers and managers) in be particularly sensitive to the effects of the CRM training 
were affected. 

5) Hnally. in follow-up surveys'. manag..:rs responst:s indicaw that. wh.;n transferring skills and 
knowledge. th~y tend w inl!iat.: interactiv..: behaviors instead of pa.-;sin: ones. Anecdotal evidence 
is also beginning t<l confirm these changes and their positivt: impact on periormance. 

7.1 THE EFFECTIVE-C0\1:\lC~ICA TIO~ PROGRA\1: CREW Ri-.SOURCE 
\lA~AGE\lE~T TR-\1:-il~G 

Resource management training for airline night cr.:ws v;as introduced in the late l'::7D's (Helmrcich. 1979). 
It has spread to many air carriers in the C.S. cnmmc:rci:ll avi~nion industry. to several forejgn ca..-riers and 
to various sectors of t.:.S. and Canadian military aviation. Th:n training has hcen cx\er:.ded from the 

: AH surv~ys and questionnaires wer:: distrihutcj hy the airline tc airline \?mploye..::s. The survey 
inst.run1cn!..., \VCf~ not (]eveiop:.!d or distrihukd hy the fAA. 
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cockpit to cabin crews. to maintenance teams and to air traffic centers and is now rderred to as Crew 
Resource Management (CRM) training. Although specific programs differ from one organization to 
anotl1er. Crew Resource Management typically involves training in several team-related concepts: 
communication skills. self-knowledge. situational awareness. and assertiveness skills. 

The effect of Crew Resource Management training in airiine flight operations has been widely studied 
during the 1980s. ~umerous reports document CRM's positive impact on the attitudes and performance 
of 11ight crews (cf., Helmreich, Foushee. Benson. & R•tssini. 1986; Helmreich. Predmore. Irwin. Butler, 
Taggart, Willhelm, Clothier, 1991). Taken together. ti1e evid~nc~ shows that t~am coordination among 
aviation "managers," and between them and subordinates. improv~s system effectiveness and safety. 

As a result of recent work researching team concepts in aviation maintenance. further investigations have 
been recommended by bot.h industry and government groups as a national priority (Federal A vi at ion 
Administration, "The National Plan for Aviation Human Factors." Wa-;hington, DC: 1991). A first 
instance of an airline applying CRM to maintenance operations was reported by Taggart ( 1990). Others 
are in beginning or planning stages. This report describes the case of a second company's program to 
apply CRM-typc training in maintenance. 

7.2 THE PRESENT STUDY 

The analyses reported below will assess the relationst>Jps among managers' pre- and post-training attitudes 
about a variety of management and organizational factors and the levels of maintenance performance 
measures in a large U.S. airline (h;.:reinafter called "the company"). 

7.2.1 The Purpose of the Program and the Course 

The program's champion is the company's Senior Vice President for Technical Operations. He has stated 
that his aim for the training and evaluation program is to improve human resource (HR) management 
using science-based tools and techniques for diffusion and evaluation. further. the effectiveness of this 
training, as measured by u'le ongoing evaluation of it, can help to direct tht: industry's HR practices in the 
future; and to guide L'J.e development of future AT A and FAA training policies and regulations. The 
training is a technical operations program entirely. It is manag..:d and administered by technical operation;; 
people. and the trainers (assisted by professional communications training consultants) ar..: t..:chnical 
operations people too. An Editor from Aviation Week & Space Technology participated in lhe training 
at the invitation of the company. The two articks he wrote (rotos. 19'.1 I) further descri!:le top 
management's reasons for undertaking the program, and provide impr..:ssions of the training itself. 

Course objectives. The purpose of the training, as stated by trainers on the first day of each training 
session, is "To equip all Technical Operations pcrsonnei [management first] \\ith the skill to usc all 
resources to improve safety and efficiency." The obj..:ctivcs (t..'w more specific goals of the training) an: 
also clearly s:ated during the trainers' introductory remarks. They are as follows: 

I. Diagnose organizational "norms" and tiwir effect on safety. 
2. Promote assertive behavior. 
3. Understand individual leadership styles. 
4. Understand CJJd manage stress. 
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5. Enhance rational problem solving and decision making skills. 
6. Enhance interpersonal skills 

The course as designed for the ohjectives. The aims wd objectives of the training arc facilitated through 
a course syllabus containing 12 modules (Appendix A contains the current syllabus). 

State of training completed. To date. less than half of the technical mainterance opera!ions stations. 
departments, or functional divisions in the company have been able to send all of their managers to the 
training -- this can only be done over time to avoid the absence of all managers and supervisors. at the 
same time, from their departments or stations while training is conducted. Thus. the present analysis uses 
data from roughly one-quarter of the whole technical operations management staff who will eventually 
complete the training. Overall. however, most cities among the company's 31 locations have had at least 
one-third of their maintenance managers attend a session. By the end of 1991. the majority of pc"'ple 
remaining to complete the wursc are located in the company's three largest cities -- they comprise mainly 
maintenance supervisors (over 50% of whom still need to attend); and assistant supervisors (nearly 75'7c 
who have yet to attend). 

Maintenance work units as the focus of the analyses. The analyses described in this report are intended 
to illustrate the effect of changes in work-unit attitudes (data collected from individual managers who 
underwent the training, combined into averages for the units to which !hey belong) and the performance 
data (classified into safety. dependability, and efficiency categories) constructed into measures forthc same 
work units. 

How is the course 
~xperienced'! 

Summary results of 
answers to a post­
training question 
concerning the 
perceived usefulness 
of the CRM training 
are shown in Figure 
7.1. This figure 
compares the sample 
from the present study 
with two flight 
operations samples 
from other companies 
(Helmreich. 1989) and 
with one other 
technical operations 
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Figure 7.1 Ratings of Usefulness ofCRM Training for Hight Or<:rations and 
Technical Operations 

sample (Taggart. 1990). Like the other maintenance depa.rtment measured. the data from the Technical 
Operations division of the present company rcv.;als high enthusia.<;m ahout the training. None of the 
respondents in either maintenance d<:partment saraple said that the CRM !raining was either a "waste of 
time·· or only "slightly usefuL" In addition. a very high percentage (687< j of the present company found 
th<: training to be ··extremely usefuL" Ths training appears to he very wdl received hy its "customers." 
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7.3 CREW RESOURCE MANAGEMENTffECHNICAI. OPERATIONS QUESTIONNAIRE 

7.3.1 Background Related to Measurement of CRM Training 

A questionnaire called "CMAQ" (for Cockpit Management Attitudes Questionnaire) has long been a 
recognized measure for assessing flight crew attitudes (Hclmreich et aL. 1986). The CMAQ contains 25 
items measuring attitudes that arc either conceptually or empirically related to CRM. Taggart (l <J90) 
revised the CMAQ for usc in a technical operations department. and reported positive initial results 
following CRM training. 

A recent study involved the analysis of the CMAQ instrument through the use of Factor Analysis. a 
technique to explore for a consistent internal structure (Gregorich et al., I <J<JO). In their study these 
authors showed the relationships among the 25 CMAQ items clustered into the following four 
constellations of attitudes: Sharing Command Responsibility. Value of Commurucation and Ctxlrdination, 
Recognizing Stressor Effects. and Avoiding Conflict. 

Because multiple items tap into specific aspects of CRM (e.g .. "communication," and "interpersonal 
skills"), Gregorich et al .. (1990) combined the items into composite indices. Such index scales permii 
more detailed assessment of separate but related attitudes than a single total score for the entire 
questionnaire. and they also provide more accurate and n:liahlc results than arc availabk from each of the 
individual questionnaire items alone. 

7.3.2 Survey Used in the Present Study 

Measurement of attitudes. The "Crew Resources Management/Technical Operations Questionnaire" 
(CRM!fOQ) as used in the present study is a modified version of Taggart's ( 19<JO) revised CMAQ. 

The CRM!fOQ contains 26 multiple response items. The company's modi!kations of the CMAQ 
involved removing five questions and adding six others. The five questions were remov.:d hecause they 
eitller lacked predictive validity (as reported lly earlier night crew srudie,-; Hdmrcich ct a! .. 19S6) or, in 
the company's opinion. lacked relevance Ill technical operations. 

Six questions were also added to the CRMffOQ. bas~d on items imendeu to mcasun: rcsjXlnuems' 
perceptions of behaviors dealing with a!tainment of work goals ( Gcirland & Cotter. l <J<JO). 

Measurement over time. At the time of this writing (some six months into an I X nwnth training process) 
the data sets are necessarily incomplete. Over SIXJ of l,SOO tctal managers have already artcnded !he two­
day training program. Virtually all those attending the !raining have completed the CRll.lJTOQ both pre­
and post-training. Some 4(Xl of the 5(XJ pre- and post-training CRMffOQ wmplcted have hcen entc:red 
into the data base and will be used in the present demonstration. It is still to11 early in the training and 
evaluation process to have ahundant data l(!r the CRlv!ffOQ l(lllow-up (two ami six month). or mar:y 
months of performance data suhsequent to the training; but the present report will descrik the results of 
some 60 two-month and 50 six-month follow-up questinnnair.:s returned so far. This i(>l!ow-ujl version 
of the CRMrrOQ was maiicd in early October. I<J9l. to the homes of those managers who h:ld attended 
the CRM training in May m June for \he "six-nmnth" m~:a.>m.:. \>:hik :mendance during July and Augusl 
qualified for the two-month follow-up. 
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Collecting baseline data for testing stalistical goodness of data. During the last week in May 1991 and 
before the training program began, the CRMffOQ was sent to the homes of all directors. managers. 
supervisors. and asshtant supervisors (1.787 total). Within five weeks over 900 questionnaires had been 
returned for a return rate of over 50%. A return rate this high is considered quite acceptable with paper 
and pencil surveys of this type (Borg & Gall, 1986) -- especially since a reminder or prompt was not 
possible, given that the training program was due to be announced and start within two weeks of the 
mailing. Tills questionnaire was termed the "baseline" survey. A sample of the "baseline" questionnaire 
and one of the "follow-up" questionnaires are included here in Appendix B and Appendix C. respectively. 

The mean scores of 
the baseline results 
could reveal bias with 
a 50% return, but 
continuing 
comparisons between 
those haxline data and 
immediate pre-training 
results (where very 
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close to 1 OOo/c return 
rates arc ;calized) 
similar relative levels 
for the six composite 
index scales are 
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revealed. Figure 7.2 
p r c s c n t s t h e Figure 7.2 
comparison profiles. 
These results show 

Mean Scores of Indexes 
Technical Operations 

few difkrences in ahs<>lule scores and similar profiles. 

7.4 PERFORMA~CE DATA DESCRIBED 

for Baseline and Pre-Seminar for 

Technical Operations managers in the company already collect performance data in abundance. Table 
7.1 presents the 14 measures used as end-result criteria in the present study. Three conditions were met 
in order to include these measures in the work-unit analysis reported here. First (and obviously) the 
perfom1aocc measures need to be available hy work unii. and not just hy department or function. Se.:ond 
the measures must be ones that people in !he work unit can aff;:ct hy their actions and not merely ones 
that arc conveniently a~signcc! to a unit -- but for which it can do litH~. 111.: third condition applioo wa~ 
that the measures not he directly related to or compktcly d.:tcrmined by, other measures in the set. 

The 14 measures arc ciassificd into three performance categories: Safety, Depcndahi!ity and Efficiency: 
and this classification is shown in Table 7.1. The trainers and administrators of the CRM course 
evaiuatoo the 14 performance measures and predicted which of them would he mor~ s~nsilivc t0 effects 
of CRM training. Their conclusions were that six measures were the mos! readily improved by the 
training. These six performar.cc measures included hot.l-J airc.:ran safety items (g;ound damage and 
tumhacks). days Iosi to occupationaJ injury, dependahili1y hasc"~J on departures within 5 and 15 minutes 
and delays due to maintenance error. Their second ranked pt:rformance measures likely to improve in 
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response to training included sick days lost. departures within 6{) minutes. canceled !lights due to laic from 
maintenance, base maintenance performance to plan. hours applied to production and overtime paid. Thc 
performance indicators rated least likely to improve as a function of the training were departures later than 
60 minutes and warehouse parts service levcls. 

t. MEASURES OF SAFETY 

A. Safety of Aircraft 
1. Number of Ground Damage lncidan1s" (44) 
2. Number of Air Tumbacks/Diversions caused by human error"' (31) 

B. Personal Safaty 
3. % Occupational Injury Days Losr (60) 
4. % Sick Days Losf (SO) 

II. MEASURES OF DEPENDABIUTY 

A. Departure Performance (Line Station data only. n=31) 
5. % Departure 'ifithin 5 minutes• 
6. % Departure within 15 minutes" 
7. o/o Departure within 60 minute~ 
8. % Departure over 60 minutes, but not cancelecf 
9. Number of Delays due to late !rom Maintenance"·' (n=35) 

B. Service Levels (Materials Se!VIces only, n=9) 
10. %Ratable parts availablec 
11. % Expendable parts availablec 

C. Base pertormance to olan (n=4) 
12. o/o Heavy Checks on ti;ne to 1n1tiai plan'> 

Ill. MEASURES OF EFFICIENCY 

A. Productivity 
13. Ratio of Hours paid !o those applied to producbon' (7) 

B.~ 
14. % Overtime paid to total wage bilf (60) 

(maximum number of work units poss1bla are in parentheses) 

a= Measures evaluated most sans1tive to effects of CAM training 
b= Measures evalual"'-i moderately sensitive to effects of CRM training 
c= Measuras evaluated 'east sensitive to effects of CRM trainmg 
d= These m&a!;ures exhibit skevmess and lack of variability 

Table 7.1 Technical Operations Pcrfmmancc Measures Available hy \Vprk Unit 

The present analysis employs four months of performance data. June and July 1':191 arc considcred "pre­
training," since they arc coincident with. or precede. most of the training scssi,_,n., measured hcre. August 
and Scptcmher are used as the post-training measures. These performance data arc availahlc for 31 line 
maintenance stations. 4 base maintenance stations. 3 shops. 9 materials services warehouses. am! n 
inspection/quality assurance units, for a maximum of 60 data points each month. The planning anu 
engineering units in technical operations do not y..:t ha,·e unit pcrfPrmance data which ~hey can he 
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measured against, although the company is developing such meawres for inclusion in later analyses. As 
noted aoovc, the attitudinal data are not yet availaole for all 60 work units; and in some cases performance 
data is unavailahle for certain work units for the four months analyzed ror this repon. !kcause or this, 
the full numoer of maintenance units available lilr the present analysis is somewhat less than the full s<:t. 

7.5 THE ANALYSIS PLAN DESCRIBED 

7.5.1 A Model for Testing Relationships 

The theory tested is that training in teamwork and communications intluen•:es maimenance personnel 
attitudes and perceptions, and these in turn produce posi!ivc changes in grnup nehavior which impact 
per!i1rmance. The analysis or the model. specilkd in Figure 7.3. tests these int1uences hy postulating 
systcmalic relations amor.g a set of explanatory varianles. Figure 7_l provides a diagram of the 
suppositiP" or small "theory" examined in this mm.ld. 
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The conclusive 
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causal analysis proving 
the strength of 
inl1uence the training 
has on suhsequent 
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and efficiency. l11c 
present data do not yet 
estanlish true causal 
linkages. However, 
the present data do 
sh(JW associations 
hetween pre- and post­
training attitudes and 
percept ions (measured 
hy lh<.: CRMffOQ). 
and between post­
training CRMffOQ 
results ;.tnd 
perl(lfmance. 
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7.6 «ESULTS OF STATISTICAL Al'\ALYSIS 

7.6.1 Factor Analysis of Survey Items 

Ainong other statistical procedures undertaken to 3.SSL~Ss !he ~1.1\~.:.hlLSS or nw <.. 'R~Vi'( J() IllL'~!.~UfL'. twn 
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First. the strm:turc uf the attitude data wa.<; !i.mnd to he very similar to the structure reported hy Gregorich 
et al. (1990). On the strength of this similarity. it was decided to apply the same names to the first ihree 
of the four CRM!fOQ factors that Gregorich applied to the CMAQ. Because all factors derived from the 
revised CMAQ were statistically strong. even the "avoiding con11ict" composite (nnt suhsequ..:nt!y used 
by Gregorich. ct. al.. (1990)) wm; retained here as the rellected index "Willingness 10 Voice 
Disagreement." Tne item sums for each factor were averaged to li>rm four index scores l\>r .:ach 
respondent. The four factors were titled (I) Cmnmand Responsibility. (2) Communication and 
Coordination, 0) Recognition of Stressor Effects. a'ld (4) Willingness to Voice Disagreement. The 
rdiahilities were good for scales of this length. ranging between .54 and .56 for Indices I. 2. and 4. The 
reliability cocfficknt of .39 for Index 3 was lower than desired for coni!dence in a stable index. but the 
association among the contributing items "communalities" were reasonably high at .5X and .59. 

Secondly, items measuring anainment or work goals !naded on two separate factors. One facwr consisted 
of items a~sessing "Goal Attainment with My Group and the mher ''Goal Allainment with Other C!roups;" 
their respective reliability coefficients wen: . 77 and. 74. Two additional indices were !·ormed t>ased upon 
these results. 

7.6.2 Attitude Changes Over Time 

Pre- and post-training scores. The "bd(>re" and "after" scores for the four composite attitude scales wen: 
compared and scores of the 3X5 individual managers (whose pre- and post- questionnaires could be 
matched) combined and averaged by the work units they belong to. Several :ma!yses allow comparison 
of pre-training attitudes. to post-training attitudes. as measured by !he CRl'v1!fOQ. !3oth the Wilcoxon 
Matched-Pairs Signed-Ranks Test and tho: Repcated-1\ka~ur;es Analysis of Variance tests were used to 
assess differences between pre- and post-measures anJ e:1ch test has its advantages. depending upon the 
nature of the data set 
(SI'SS - User's Ciuide. 
1990). In addition. 
Multivariate Analysis 
of Variance 
(MANOVA) was 
cmployed to test the 
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All of the pre-training and post-training changes arc in the expected direction except tilf "Willingness to 
Voice Disagreement," which shows a shift away from voicing disagreement and toward avoiding conflict. 
All of the differences are significant at the .05 level or better. 

Willingness to Voice Disagreement: Effect of Age and Job. Figures 7.5 and 7.6 present the change in 
"Willingness to Voice Disagreement" for the age of tbe maintenance personnel and for the given 
categories of job classifications. respectively. Each of these categories interacted with the repeated 
v:rriab!e (pre-post survey). affecting the magnitude or negative shift (l're-Post x Age. f= 1.96, p <.10; Pre­
Post x Job: F=5.20, p <.01 ). 

These interactions arc 
interesting because 
they furtJter explain 
tbe negative shift in 
attitude on the 
"Willingness to Voice 
Disagreement" scale. 

Figure 7.5 shows that 
the oldest and 
youngest members of 
the sample exhibit tbe 
greatest negative shift. 
whereas tbe remainder 
show very little 
change in "Willingness 
to Voice 
Disagreement" 
immediately following 
the training. In 
addition. Figure 7.6 
shows titat the 
as:;istam supervisors 
(who arc over­
represented by the 
youngest and oldest 
members of the 
samp!c) and managers 
have the greatest 
negative shift in 
attitude. 
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Recognilion ol Stressor I'!Tec\'>: Eflcch ol I kpar1 mt:nt. Tile magnitull<.: of .:hange in allitutl<.:s on th<.: 
the department afliliation of the respondent, index "Recognition of Stressor Effects" were alkcted hy 

revealing a significant 
interaction hetween 
altitude change and 
department (Fre-Post 
x Dept: F=2.25, 
pdl5). Figu<e 7.7 
shows that the 

I 
3~r 
285 t 

L 

-------- ___/, -- --- ---:_;.- ---x 
. .---- ---A 

- --- --

attitudes of hasc 
mai ntcnance and 
quality department~ 

change little over time 
whereas those of lim; 
mainter.ance and 
planning departments 
impmve considerahly. 2~~------------------------------------------------~ 

(ioal Allainment. The 
scores lilr two goal 
attainment scales can 
alw he compared 
hefore and after 
training. Since these 

I 
L_ 
Figwe 7.7 

! f:. l1ne M~1nt 
I 

0 Qu~; Contra! + Sh<.<> 

L * M~ten~ SerV1Ce 

P1e Post by Depdllment lr:lerdf::IIOfl Squf.c<Y~I p< 05 

Mean Scores. ne- and Post-Training. 
Stressor Elfects" t>y I '"partmcnt 

li>r "Recognition of 

are perceptions of hehavior, and not mea\ures o! attitutks. goal auainment scales wen; initially not 
expected to show changes hecause th<.:re would not h<: time to change th<: h<:haviors which wc:re the hlcUs 
of the mcasun;s_ flccatlsc perccpt:ons arc not h<:havim, likc attitudes. they can h<: more quickly influenced 

hy exposun; to new _ --=~~~~-~=======================iJ 
information, o~ hy 4 so 
n:consid<:ring initial 
asscS\mt:nh. One 
\tatis!ically signilicant 
cllangt: was f(Jund in thc 
goal anainmt:nt with 
ont:·s group in:n1tAJiatdy 
following training. 
Figure 7 .X 'hows the 
pre-pmt av.:ragc:'> lor 
hoth or tht:se measure;,_ 

\Ca!e on 

~------, 

r.---~---

! 

heflaviors to achll'H.: goal a!tainmcnf in one·, own group a nt:t!alive cii;Jn~:: iJCCUTil:d <i.e., thL kvt.:-1<-. nl 

discussion and cncouraucm<:nt were n:nort<:d to h<.: tliuhc:r hc!<JfC lhc trainin~ lll~n alll'rwar<hi. Tllis lliH!lll 
<. { ... ... ..... 



The l'ffects of Crew Resource Management Training in Maintenance 

l:le explained a<; umealistic :Issessments (i.e .. over-optimistic vkw ot thdr own groups) of Ulis gwup 
behavior which were challenged l:ly exposure to the case analyses and d1scussions during th<.: CRM 
training. 

The slight positive shift in perception of activity to share goals with other groups' approaches shows a 
tendency. but is not significant ip> .l '\). This trt.:nd nny also be explained as a prohablc d teet of training 
which provided new information (and more importantly new experiences with pcopk Jrom oth.:r 
departm.:nls during tht: training) ahout th<.: similarity of goals pursued hy other gwups and !unctions in 
technical operations. 

Post-training attitudes compared with two- and six-month follow-up. Scores tor tll<' h>ur indexes were 
compared with resulL'i from the kllow-up surveys These n:sulh comp:...re the post-t.:st scores with the 
50 or 41 individual managers whose post-training and 2-month or 6-rnonth follow-up questionnaires could 
be matched. None of the diiTcrcnn:s arc significant at the .0'\ kvcl or hdtL'f (in fact none approached 
significance any stronger than p <.15 ). 

Taken together, the 
results show that 
attitudes ahout 
communication/ 
coordination and 
sharing command 
rcsport'iihility remain 
high in the months 
following CRM 
training. The goal 
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3 SG · 
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'Janve.ry 1932' 
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;;:-;espoflsltuhl'; ~ Cc.c·c.r,..,!:on '->~<,s::;~ ,;-:_.·x 
f ~~r:'"s :_ll· .. ~:;r;'-~TrJe: ~ 

attainment mca\un:s 
were not included in 

1 Figures 7.9 and 7.10 ~~ 
and no statistically 
;, i g ni fi cant changes l========~;;;;;;;;;;;;;;;;;;;;;;;;;;;;;,;;;;;;;,;;;;;;;;;;;;;;;;;;;;;;~;;;;;;;;;;;;;;;;;;;:;;;;;;;;;;======~ 
wen; found lor them Figure 7.9 
dthLr. 

:'1.1can Scor<.:s ol lm.i<:x..:s lor Post-Seminar '-!nrJ Two \1onth 
f~ol!ow-up for Technical ( Jpcration.\ 

7.63 Performance Changes 0.-er Time 

Pr~.:- and post-tralnin~ ~core,. 111~ ''hclore·· anJ ··a!t~r" ~\.:ore~ hn \h~ l-t. p..:rlurnlanc:..: nh:~-...urt:~ \.\t:r~ 

compared and tested fi>r statistical signilicancc. Once· aga,n tllc: Wilcoxon kst. lllc Rc·pca! .l-1\kasurc:s 
analysis and the Multivariate Analysi' o! Variance: i\1A:\OVA.i wL·rc: u'cu. 'Hlcsc ic'sl.\ rL·prc:-.c!ll a unit 
hy unit comparison of tl~\.! score\ of the \\:ork unih :or which the \f>cci!ic JHL:J\l!ft.:\ ;;rpliL·d. \lany ol tb: 
Jiff<.:renccs arc signilicant at the .05 kvd or hl'!l~r. hul s<>mc ;,;..: in tllc: <>flf><"ilc dircc:ion !r"m tllJI 
t!XpcctlAi if the change:-. arc to he anrihutcd to changt..:~ !rom ihc CR\.1 trJ!nint:. The n:...·xl hHH figure~ 
(7~1 L 7~12, 7~13 and 7 .. 14) prt:\Lnt tht.· ovL·rall ~core' ~vLraged o\·._·r ~11 Iht..: work unih lur \':Lich I !it.' 

~rforn1ance n1ea~un:s apply. The ~tati\tically \igmficani ddkrencc:-. an: di-..pL..tyt._·d ·v.:ith the hi-...togr:.tiB"­
in the ligures a.s noted h<:low. 
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I 4 5C 

3 5C 

2 5G 

_Measures nf Safetv 
Performance: Safetv of 
Aircraft. Figure 7 .II 
presents before-and 
after-training 
comparisons of two 
measures of aircraft 
safety performance -­
number of Ground­
Damage incidents for 
44 work units, and 
number of Turnhacks 

Corr:.mond 

'::!.espcnstC1i.ty 
Commur.Jcetlor. 

~d 

Ccord·na~ on 

Reco;_;rHt·on ot 
Strasser E:tects 

or Flight Diversions 
caused by human error 
for 31 line stations. 
Both <'f these 
differences are in the 
predicted direction and 

Figure 7.10 

,, 
\lean Scores of Indexes li1r Post-Seminar and Six \hmth F,l!low­
up for Technical Op~:rations 

signii1cant (p<.05). Although there are ample alt<:rnatin~ explanations for these impnn·cmcms hetween 
June/July and Augus!!St:ptember. it is imponam to note th;H CR:\.1 tr:!ining coulJ he responsihk for at least 
some of the ohserved 
(;hanges. The trainers 
and training 
admin! strators had 

N 
u 

~~ C 2S 
·b 

predicted that these I ~ o 2 

two safety n1~asurcs 

would he anH>ng the ~~~~~ c ~ 5 
most likdy tP irnprovc Q 1 

be c au s c of t h c 

1

1, ,~. 
8 C5 Haining. 

I ~ Measurt!s pf Safet\· 1 , 
Perf\)fn1ance: Pt.:rsi.ln~ll 
Safctv. Figure 7.12 

' I , 
pn~sems cornparisons 

Figure 7.11 
f(lf the two measure> 
percent Days Lost to 
Occupational Injury. 

--p< Jl. ""•t;< -=~ 

\kan Scores. Prt:- and ior .-\in .. T::.tft 

Pcrrnrn1~.mcc ~fcasurcs 

and pt:Iccnt Sick Days Lost i\.)r the 55 and ~-+ work urtit~ rc:-.;rx:cti\·dy f.:1r wnich (.bl~ ·~\\.~r~..· :n·a.ilahk'. 

Both <)f the-se diff~rcnccs arc std.ti~:ticaHy signiiicam. hui uni: dnc ~~ in Uk:' pl"L'Jk·tcd direction. 
Occupational lnj;1ry days decreased signiiican~ly fron1 the rrc- to posl-trainir:g pcrid(L S: ... :k Jays inst. on 
the oth ... ·r hanC. si~nificamiy increased durinf tb .. ' pc·r!t~~- The trai~ing pbnncr:-, and man~g~..·rs h~HJ 

predicted that impn,vcd !o:""~t tirnc due to i:1jury v.:ould impn1\·c more r:::.rdily t11~1n sic!-: day:-. li':-.i r,,,lh;wing 
the training. 
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Measures of 
Derendahility. Figure 
7.13 presents hefore­
and after-training 
comparisons for 
departures within 5 
minutes. within 15 
minutes. within no 
minutes. 
minutes, 
overall 

over 60 
and an 

departure 
performance measure 
which includes all of 
the ahove. 

The Effects of Crew Resource Management Training in Maintenance 

3 00% ~ 
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0cc~.-~ationol !n;ury 
Days Losr 

' j D Pre-t~etr:tng (June. July) • Post-trt!;n:ng (Augus!.. Sef)tember) j 

l'nree ol l'nese H\!,\1'>\l i.U M~.m Pc\<-:1!\\\<l.'SC. P;;c­
Pcrformance Measurcs differences are 

statistically significant. 
two of which arc in the expected direction. Departures within 5 minutes and the overall measure improve 
signillcantly fror:J pre- to post-training periods and this result is consistent with the assessments of the 
trainers. 

\\~_t;'~\~.?.t, ,..,~ 'Ji~'}'·mou'i:~'h 

within 60 minutes 
signillcantly decreases 
(the reverse direction 
to that predicted) pre­
to post-training. 
Initially. this result 
apQCarS Quzzling. hut. 
upon refecti(ln. it is 
not unexpected. The 
two performance 
indicators (depanures 
within 'i min~les. and 
within 60 minutes), 
althougl1 not 
completely 
independent of one 
another ill their 
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measurement. can vary widely in practice. To illustr3te this. cunsider tlle nusy summer sc•asor: wh,·n all 
tine statiom; strive for on-time pc:rformance. The t::;picat stat:on (un;.;t>;~ to sut">sJ.antiai!y incrcaS<: its 
manpower or ovcnime) could d<.:cide to sacrit!cc the ,chcduk of aircrali :hal require :;:; much as an h"ur 
to repair. in (>rdcr to assign the line nlaintcnanet: crew~ !n thn~c aircr~n v .. hi,.:h c:.m h:..· dlsT~att:hL·d ··~m­

tinlt.~.·· This tactic causes perrorrnance on !he-~ mlntJk~ nwrk !o imprd\\.' w:1~t...· Pl'ildY1n.:.:nl'L' l)n ih:..· (!\) 

minute mark declines. 

i7l 



Chapter Seven 

One other measure of depcndal:lility, "expcndahlc pans service leveL" decrease~ (an unexpected result) 
hetween pre and post period~ (pre=lJ'i7< < p.>st='iC\.Ylr; Z=- Ll\\, n=4, p=.07 .). Th.: other mc:J.~urcs 1A 
dependability -- "number of delays due to latt' from maint::nancc" (n=3.'i). "rotahle pans scr,io.:" (n=X) 
anti "heavy checks on time to initial plan" (n=4) -- tEd not show m..:asurahle change in pre and p.>st L'Ycls 
of performance. 

Measures of 
Efiit:icncv. Figure 
i .14 shows the pre­
post comparisons for 
the percentage: of 
huurs applied to 
production and l(>r 
overtime charged. 

A.l\hnugh. neither 
measure shows change 
after training. the 
results of a series of 
analyses conducred to L 
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I 
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as~ess possihle Figure 7.14 
relationships lx:twccn 
department and 
pcrtorrr:ance measun:d 

Hovs 
p~j 

'lers;.;s 
A.;:n::;:ee 

~1can P~n.:~ntag~. Pr~- and P·.l,t-Training. for Eftlck'nl~ 

Perf, lrnl:tncc ?'\. 1t.~asurcs 

rev~aled that onJy ovcr1ln1e charged \\·a.-.; rd:.1tcd !n dcp311nlL'nL TI1csc- rcsul~s sh.tnv sign.iflc:..tn~ nl3.in ~fft:.cts 
of Pre-Post change (1-'=4.14. P < .l)'i) and tkpanm~m II-'= ::'.7i. !1 < _\i.'il. indi;:atin;; ali d~p:rrtmcnb. 
e,.cept Quality control. reduced ovcnime alter tr:iiling_ Figure 7.15 Jispbys these· ch:.mgc:~ in h:rr c:h:u-1 

7.6.4 Relation!>hips 
BetwPen Post­
tr:;ining 
Attitudl'S and 
Performance 

The pr..:dictn; variahks 
to he tested include 
only the post-training 
results of the lour 
attitude 
"Sha;ing 

indices: 
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The l:ffects of Crew Resource Afanagement Training in Maintenance 

"Willingness to Voice i lisagrcemt:nt." Spearman Rank-order Corrdations thJt test the relaihmship hl?lween 
these indices and the 12 performanc•: measures are presented in Tahles 7.2, 73, and 7.4. £lecause the 
present data are lin1itcd in san1pk size statisticu1 significanc~ conventions illL' L'Xic~ndcd to show not only 
prohahiiity ll'vds of l '7r and 5'7c. hut abc 10'7r and l ~'7c to aid in examining patterns of expected results. 

. ' . ATTITUDE INDEX 

II "SHARING CO.JIMAND" i "COMMUNICATION AND I "RECOGNITION OF "WILLINGNESS TO VOICE I 
It RESPONSIBILITY" I COORDINATION" STRESSOR EFFECTS" DISAGREEMENT" 

il MEASURES OF SAFETY 

I 

I 
NumOOr cl Ground Oamag& tncidGnts' (n--35} 

I -04 I ~.19 -.03 +.30' I 
' I 

I 
% Cccupalianal injwy Days Lost' (n-:37} 

+.28" I +.14 -.09 - 08 

% Sick Day$ Lost' (rr---36) 

-.29' 1-12 -.02 -.CS 

I ·· P < .o1; ·p < .os 
i 

1:·These items score lower when performance is positive, thus the direction of the statistics are mirrorea to reflect 
I positive when relationships are :n the expected direction. 

Table 7.2 Spearman-Rho Corrcl;Hions £letwe~n Post- Training CRl\VfO() Results anJ l'osi-Training 
Maintenance Safety Pertinmance 

1l1e matrix of resulls reveals tiiat post-training aititudes predict the perlormance of the w,Jrk units. 1l1es~ 
relationships arc cspeci·:lly consistent for attitudes n;garding the willingness of units to share command 
responsihiiity and to voice disagreement. These results arc discussed hdow ir. mon.: dc.:tail. 

It's useful to note that the total numher of positive and significant rdationslliV rda!is·e to thdr 
proportion to the tot2.l numhcr of rests presented in Tahles 7 .2, 7 .3, and 7.4 is suhsuntiall y ahovc that 
t.:xpectcd hy chance alone. Twenty Spearman "Rhos" were kss tl1an or e4u;:l !P a prohahility of .l'i. lrom 
a total of 4H tests conductcd (20/4H = 42'/1 ); and seven of tllL'rll w.:re kss than .O'i (7!4X = i'i'ir ). 

Mcasurl's of Safety PerliJrmance. !'·.lSI-training responses lor some of the attllude indicL'S were associated 
with the measures of Safety pertimnance (Sec Tahlc 7.2). Specitically "W!llir.gnt'ss to VPitT 
Disagreentent" was rda!ed to the numher of ground-damu~c inci<.knh. "Il1is fL'I:...~ion-.;hir implies that the 

n1orc wiHing n1anagcrs were to voice di:-.agrct.:nH.:nt thL ht..'Ut.:r that their unih pett\~ .. q.l~ti tL~.~-· had fL\\TT 

inci\h:nts of ground damage). 
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Chapter Seven 

Similarly. attitudes ahout "Sharing Command Responsibility" were positi,·cJy associatcd with percentag<: 
of occupational injury days lost. That is. the more favorable the attitudes were ahout "Sharing Command 
Responsibility" the better were the outcomes; positive attitudes were associated with fewer days lost to 
occupational injury. Finally. attitudes on this same ind~x. "Sharing Command Respmcsibility." w>:re 
negatively related to percentage of sick days lost. This rdationship is not in th<: expected direction. 
suggesting that more sick days are taken among units who are more willing to share command 
responsibility. 

Mcasures of Dependabilitv. Dcpanures within 5 and 15 minutcs of scheduk (the two most salient 
Dependabiliiy mcasures) and 60 minutes display significant positive rdationship:, with most m all of the 
four attitudes (Sec Table 7.3). 

Taken together. these results suggest that positive attitudes toward the conc~pts learned in training have 
a facilitative effect on the departure performance of units. !:'or exampk. those units favorahk towards the 
sharing command responsihi!ity tend tn have hetter departure perfnrmanc:e mea:.ured within 5. 15. and 6ll 
minutes. A similar pattern of positive relationships between rec:ognition of stressor effects and these 
depanurc pcrfomtance assessments emerged as wei!. Line managers who advocate the importance of 
rccogni£ing stress arc more likely to guide their mechanics to perform well on the percentage of goal 
achieved for dcpanure in 5, 15. and 60 minutes. 

Warehouse service levels show few positive relationships with post-training attitudes (see Table 7.3). 
Percentage ofrotahle parts available is moderately correlated (p< .10) with attitudes on the index "Sharing 
Command Responsibility." Warehouse service kvels in expendable pans. however. show a negative 
relationship (p< .l 0) to "Willingness to Voice Disagreement." 

Finally. !he dependability measure. heavy-chec:ks-on-time-to-plan. shows two perfect positive correlations 
with "Sharing Command Resnonsihility" and "Rewgnition of Stressor Etfects" as well as a marginally 
significant but high correlation with "Willingness to Voice Disagreement." Although th<: number of unib 
available for this measurement are unavoidahly low (availahle n=4) tlte consistent pattern of positive 
relationships suggest that positive post-training attitudes are related to achining the standards of the initial 
plan. 

Measures of Efficiency. Table 7.4 shows that altitudes ahoul sharing command responsihility predict 
units' ~.erformancc for one of the measur~s of efficiency. "ratio of hours paid to applied to production." 
This relationship suggests that the more the unit agrees with !he principle of sharing command 
responsibility the better will he the ratio of eftlciency. Such a positive relationship. however. is not 
evident when considering the percentage of oventm~-paid-to-total-wage. In fact. there is a nwdest 
negative relationship between this efficiency measure and both "Sharing Commanc Re>ponsihility" and 
"Willingness to Voice Disagreement." 
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The I:ffects of Crew Resource .Wanagement Training in Afaintenance 

' ' ATTITUDE I"'DEX 

I "SHARING COMMAND" I "COMMUNICATION AND "RECOGNITION OF ''WILLINGNESS TO VOICE 
RESPONSIBILITY" COORDINATION" STRE'SSOR EFFECTS" DISAGREEMENT" 

MEASURES OF DEPENDABILITY 

% Departure within 5 mmutes (n-26) 

-t-.32* I + 3ot +.27t • .24:t 

I, 
% Depanure v.i\hin 15 mm<Jte.s {n=26) 

+.29t I +.31t +.25; + 15 

% Departure within 60 mir.utss {n=26) 

I -t-.34* I +.09 -t-.25; +.21:t 

% D<>parture over 60 min, but nat cancelad(nn26) 

+.06 I ·1-.09 -.09 +.22; 

% Rotabla parts available (n=4) 

•. sot l -.20 ~.20 -.20 

I I I 

I % Expendabls parts available (n=4) 

-.40 I +AO I -.50 -sot 
I 
I 

% Heavy checks 011 fime to initial plan (nn4) 

+1.0* I +.40 .... 1.0* •. sot 
-

1·· p < .01 
. p < .05 t p < .10 * p < .15 

Table 7.3 Spearman-Rho Correlations Iletwecn Post-Training CRYJiTOQ Results and Post-Training 
Maimcnance Depcndahiliiy 1\:rformance 

7.7 QUALITATIVE DATA OBTAINED AFTER THE CRt\1 TRAI!'.'ING 

Not all indicators used are quanti!a!ive. The ca.'e sludy approach is also heginning to provide evidence 
for the program's success. In additiPn. there arc 'cveral open-ended quesliDns included in t11c immedia!e 
post-training CRM!TOQ, a.<; well as in the 2- and 6-nmnth fnllow-up qu~s\innnairc->. Thc'c 1wo p<>lenlia' 
sources of evidence will he dcscrihcd and illustrated he low. 
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. . ATTITUDE INDEX 

"SHARING COMMAND" "COMMUNICATION AND "RECOGNITION OF "WILLINGNESS TO VOICE 
RESPONSIBIUTY" COORDINATION" STRESSOR EFFECTS" DISAGREEMENT" 

MEASURES OF EFFICIENCY 

Ratio ol Hours paid to applied to productioro in=6) 

+.7r +.23 +.20 +.31 

% Overtim~ paid to total wage' {n~37) 

-19t -.09 ·.12 -20:1: 

•• p < .01 . p < .05 t p < .10 t p< .15 
1

: Thea& iterna score lower when performance ia positive. thus the direction of the statistics are mirrored to reflect 

1 positive when relationships are in the expected direction. =:11 
Table 7.4 Spearman-Rho Correlations Between Post -Training CRMffOQ Rcsul!s and Post-Training 

Maintenance Efficiency Performance 

7.7.1 The Case Study Approach 

One such anecdote involves participant reaction to the stress-management module of the CRM course, and 
how it led to discovering how effective the course could he in heavy maintenance planning. Meeting 
ohjcctives for completion limes (called estimated time for n:turn. or "ETRs") from hasc mainknam:e 
overhaul arc always raised as examples of "high stress" parts of the joh hy managers in the CRM course. 
During a CR!\1 session in Novemher 1991, six months after the onset of the CRM training in Technical 
Operations, Planning and Maintenance Man1gcrs from one maintenance hasc did no! report ETRs as a 
source of stress. With a little encouragement these managers revealed that, heginning two or three months 
heforc, Mairnenance and Planning functions meet togetht:r frequently to contlrm ETRs. or to change them 
if required. The net effect is an improvement not only in the perli>rnwnce to plan. hut in the timeliness 
and quality of the aircraft delivered from hase maintenance_ The Director of Maint..:nance for that hasc. 
it turned out, had attended a CRM session three months earlier where he hall shown an increased 
acceptance for the concepts-- having ended the two day training sayin~. "Mayhe this stuff has a place in 
management after all.'' It should he noted that quantitative results. presented earlier. evidence the 
relationship between several attitude indices and heavy maintenance performance to plan. 

7.7.2 Written Comments from the Post-training and Follow-up CRMfi'OQ 

"How will the CRM training lle used on the joh'l" Immediately following the training this question was 
most frequently answered "!letter communication" (active transferring nl information). "Beller listening" 
(a passive improvement made within the person). "[L·ing more aware of others" (a paS\iVc', react1ve 
ochavim), and "Dealing hdk! with \\tllcrs" (in\craelivc. pmhtcm-s\\(V\ng). 

\71) 



The Hjfects of Cre~<· Resource Management Training in Maintenance 

"How did you usc th<.: CRM training on !he ioh"~" h~r \!\<.: sampl·~ <>I rc;ojl<m~n\s who r<.:\urn~:d \h~: !\n;\ 
2-month and (Hnonlll h>llow-up queslionnaires (in Octoh..:r. I 'JSII) the largest numhers. saying what th<;y 
had used from the CRM training. reported aelions in those same limr categories. Tables 7.5 and 7.6 show 
these comparisons li>r the immediate Post-training survey with the tvm-month and six-month li>llow up 
surveys, respe;,:tivdy. 

Most resjl<>ndents in hot!J samples emphasired that they had tried to list<:!! h<:!ler. and to "deal hetlcr with 
olhcrs" (o!kn srccifying team work. decision making and rmhlcm solving as ways of doing !!tis). TI!e 
largest numhers in both the two- and six-month li>llow-up samples stated emphatically that 
"Communicating beller," and "Using more teamwork" (the Jailer accounting for over half of the respo!lses 
included in "dealing beller witll others") was what th<:y intemlt:d to further use from what they learned in 
CRM training. 

TI1ese open-ended responses tend to confirm that improved interpersonal bel:aviors !lave resull<.:d from the 
positive attitudes which !ollowed tllt: training. hlf!lll~fl'lOfL', 'llt: pn;Ji:rrcd hcllaviors lend 10 )l<JIT slliJlcd 
from those people could do by thctnselves (e.g .. "tx; a b<:tter listen<:r'' and being !llore aware of otlJ<:rs). 
to those hchaviors which involvc others. such as "comlllunicating hl'!ter." and dealing hetter with others. 

SURVEY PERIOD 

RESPONSE POST-TRAINING TWO MONTH TWO MONTH 
WILL USE WAS USED WILL USE 

Better Communication 20% I 15% 17% 

Batter L1staning 16 20 3 

Be More Aware of Others 11 15 11 

Deal Batter with Others 10 25 25 

Usa 1n Daily Tasks 6 5 3 

Table 7.5 Percentage of Written-in Responscs Indicating How Training Will he Used and Was Used 
on the Job for Post-training and Two Month Follow-up 

SURVEY PERIOD I 
-· I 

RESPONSE POST· TRAINING SIX MONTH SIX MONTH 
WILL USE WAS USED WILL USE 

Better CommunJcatJon 20% 20% 26% 

Better Ltstentng 16 17 6 

Be More Aware of Others 11 14 6 

Deal Batter w1th Others ~0 21 23 

Use •n Oa11y Tasks 6 2 2 

Table 7.6 l'l;rcentag<: of Wrillen-in Responses Indicating How Training Wtll he Us,·d and Was Used 
<Hi the Joh lor Post-training and Six Month Follow~up 
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"What could 'oe done to improve the training?" Most answers to this question. imm.:diatdy afler training 
were "do nothing" or "it's fine as it is." Two ana :,i,: months later the largest single category of answers 
was "do more of this" or "bring us back for follow-up training." Table 7.7 presents these results for both 
the two month and six month follow-up surveys co.:Jparcd with the immediate post <raining qu.:stionnaire. 
From this santple. at least. participants clearly heli.:ve they would henelit from further CRM tyiJ<~ training. 

SURVEY PERIOD II 
RESPONSE POST· TRAINING TWO MONTH SIX MONTH I 

FOLLOW-UP FOLLOW-UP 

Naeds Nothing 35% 16°/o 12% 

More Training & Follow-up 11 27 28 

More Role Playing 7 11 4 

Add Time to Training 7 5 4 

More Case Studies 6 7 7 

Better Mix of Participants 6 5 7 
' 

Table 7.7 Percentage of Written-in Responses lndi,:ating How Training Might he Improved for Post­
training. Two. and Six Month Follow-up 

7.8 CONCLUSIONS 

7.8.1 Strengths of the CRM Training Program 

The CRM training for maintenance managers cvaluat.:d here has hcen successful. after as short a time as 
six months. in improving attitudes which appear to have inl1uem:ed safe. depem\ablc and dfkkn\ 
performance. Some specific findings should he emphasized: 

1) Tnc timing and content of the program has oeen well received hy par:icipants. The immediate 
evaluation of the training was even more posiiive than had heen the case in other companies using 
CRM in maintenance as well as flight operations. Figure 7.1 presented this dramatic difference. 

2) T\',e training produces a >.igni!kant improvement in most attitudes measun:d. Changes in relevant 
attitudes measured immediately before and after training reveal strong and positive changes following 
training, !(Jr three of the four indices measured (cf.. Figure 7.4). follow-up results several months 
after training tend to confirm tllat most (if not all) these changes arc stahle (Figures 7.9 and 7.10). 

3) Performance appears to improve due to CRM training. Changes in most maint..:nance pcrforlilance 
measured before and after the CRM training sessi('P.S examined in the present paper show significant 
changes in the expected direction (e.g .. Figures 7.11-7.13). 
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4) Specific attitude changes seem to cause specific performance. A pattern of significant relationships 
in the expected direction was noted between the post-training attitudes and the post-training 
performance. Those measures predicted (by the program's trainers and managers) to he esrx;cially 
sensitive to the effects nfthe CRM train!!"!g were affected (cf., Tables 7.2, 7.3). In particular. positive 
attitudes about "Sharing Command l<esponsihility" and "Willingness to Voice Disagreement"' hoth 
show the most association with improved pcrt(lrmance. 

5) More active change is occurrin·~- Finally. the program is reported in follow-up surwys to he 
stimulating changes from the "easier" more passive behaviors (such as "better listening"), to the more 
interactive ones in working wi'-h others. such as holding meetings and undenaking joint problem­
solving. Anecdotal evidence i"; beginning to confirm these changes and their impact on rx;rformance. 

Continuous Improvement. A few of tile strengths, such as the final one noted above, also provide 
guidance where the training de~ign for this, and future programs. can he improved. 

The results presented in this report reflect the program as it was in Novcmher, !991. The tralning 
facilitators and administrators of the program receive abundant verbal panicipant feedhack at the end of 
each training session. They have also received the earlier rcpo.1s issued through this research project. 
A watchword of those managing this program is its flexibility and adaptability to the needs (as well as 
constraints) of the company, as well as to increased learning about !his new kind of maintenance training. 
Several of the conc.:rns and opportunities noted below have been successfully addres,ed by the trainers 
since November. 1991. These efforts will be briefly described. 

The ambitious syllabus for the two-day training evaluated here (App.;ndix A) contains many important 
content categories; and it has little ro0m for added exercises or activities. This tight program ha:: created 
a dilemma for the trainers from it~ <'nsct. For t.'1em. the opponunitks for program improvement usually 
require classroom time to exploit. The trainers have devised an innovative solution to this dilemma in at 
least one area of poteniial improvement described below. 

7.8.2 Opportunities for Improvement in Maintenance CRM Training 

I) Help participants plan what and how to use their ncw-l(mnd skills hack at work. The finding that a 
substantial portion of participants months later rcpon that they arc ready and willing to try more active 
behaviors-- those actually involving others as well as themselves-- suggests that the training program 
might be imp~oved to help the "graduates" to <le~ign or develop their own approa;.h to implementation. 
Such implementation could help participants actually plan, during the tralning, how and what they 
would try to char.ge when they returned to work. Pan of this awareness could include research results 
(such as those contained in this report) for participants so that they under~tand that listening and 
stress-management skills arc useful and imponant. but that the assertiveness and team leadership skills 
could impact safety even more. Another avenue to impact active improvement would be to expand 
the course module on assertiveness training. 

2) Focus directly on assertiveness skill trainine. The research e\idcncc presented in this repon shows 
that, of tile four major attitude clusters derived fron• the CRMtTO 4uestionnairc. "Willingness to 
Voice Disagreement" forms a mixed picture. Al'hough assertiveness is mentioned throughout the 
training, the average scores reveal less positive atlltudes ahout voicing disagreement (or wanting to 
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"avoid coni1ict") !d!owing the: course: than hcl(>rc: it. This shirt is most markc:d fm the youngest and 
thl' oldest; and for the lowest and llighc:s! in the managcme11t hierarchy. 1l1ose in the middle of lhe 
age range and hierarchy l.end to show some silif! toward adtlressing •Jisagreemenls." What is intend<:d 
or the CRM !raining in this r<:gard? As an active social skill. assertiveness h>rms a theme througllout 
the two-day program. hut it hasn't h::en empllasit.et! at !he expense of other aspects of the course. 
Perhaps more lime dir..:ct\y with asseniv..:ness skills is required. There are amp!<: materials already 
developed and included in the participants' CRM handhook. which colllain theory and skill rractice 
sections. on assertivenc:ss, hut limited classroom lime has not permi!led th<: int~:nsive coverage this 
material descrvc:s. ( !r<.:ah:r usc· or role-playing exercises could also help participants' karn how to he 
assertive and participative. and to give them conlidence thai they can skilll'ully employ t:1ese 
hehaviors. hut this too requires time. 

Trainers in the present program led n:ry strongly ahmli the necd l(>r practical application of all of 
the CRM conct:pts -- and asseniv..:ncss in particular. Tl;ey are also sensitiv..: ahout the contrived 
n;;turc of even the hcst rolc-pl~ying cas..:s as seen hy the very pragnntic audience the)' are training. 
In an effort iO emphasite "real life" rather than contrived siluation;;, the trainers !lave rc·placed one of 
the two role-plays dealing with "supporting and cunrronting others" (a nwjor aspect ol ass<:rtiveness 
skill) with intensive small-group and wllolc-group discussions dealing with the same concepts. hut 
focused on personal illustrations voluntc:ered rrom til<: participants. It is too soon to quantilativdy 
measure the cnects or tllis innovation. hut trainers' initial n:p<>ns arc encoura)!ing.. 

Tile results of associalion hctwc·cn ro.>Hraining. :\ltitudcs am.l unit performance (i.e .. T<~hle 7.2) iem.l 
to show that positive feelings ahout asscnivc·ncss and s!Jaring authority arc most rd;l!cd to salety and 
dependahility. Further irnproving and/or expanding the training design could wei! leverage this 
advantage hy increasing the numhcTs or participants with a p"sitive opini<>n ahout assertiveness. 

3) Plan and puhlicize rc·currcnt CRM training. Another way to dcvdop active kadcrship and follower 
skills. while rt:CO)!nizing the: amhilious syilahus in a two-day training course. would he to pla!l and 
puhliciz.e a CR!\1 pro)!ralll that iHdudc·s :: follow-up training module (or even successive recurrent 
training). (liven that 111any CRM graduates say lila; they would like to recc:ivc additional training like 
this, cxpansi<Hl ol the progralll curriL'ululll could provide· a real a<lvanlag.e. I'm iHstance. tile CRM 
training program could he <ksigiH:d !ll tirst awakell awarc·ness o! CRM and develop easily aitainahlc 
successes and then suhs<:qul'ntly develop and exercise team and assn!ivcness skills. 
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Chapter Sewn A ;>pendix B 

Date ____ _ 

Airlines 
Technical Operations Dhision 

CCC WorkShop Survey 

BASEU'\E 

Pka.<;-; a...'1.~>wer hy writing ht:s1de e~ch it-=-m !h>.: numher th~I b~sr n.:-'"!ecr.-; your persanal opirion l~: .. n.1~ L.~;: n:Jmh..:r :·r, 1 ~l 
t.I1\! seal~ below. 

2 3 ' 5 ~ 

Disagree Disagree :\~t:tr~ Agret! Agr.:e 
Strongly Slightly Shght!y su~mgly 

2 I. Tech. Ops. team members should avoid disagreeing with others bec:1use co:1tlicrs cre.1re tr..nsi0n 
and reduce team effectiveness . 

.2.- 2. It is important to avoid negative comments about the procedures a..fld te •. :~miques of oL~er te:J.In 
members. 

~ 3. Casual. social com·ersation on the job during periods of low workload c:lll imrron~ Tech. Op,. 
team coordin:nion. 

c 
__ 4. Good communic.1tions and tea..'TI coordinarion are as important as re-chnic:!I profien.:y fv:.- :1!r.:r ~:-t 

safety and operational effectiveness. 

5" 5. We should be aware of and sensitive to the personai probiems of other Tech. Ops. :e= 
members. 

:: 6. The manager. supen:isor. or asst supervisor in charge shouid t.:L~e h:1nd:;;-\Jn .:ontso! :md n1J.J·~:e 
all decisions in emergency .:md non-stmdard siwations. 

6 7. The manager. super...-isor. or addL supervisor in charge should verbaiizc ;:-b~::; fo:- prcx.-cd:;r~..; 
or actions and should be sure th~! the information is understood and 3-:k:J:)wkdfcd b::- the t.:d::~r 
Tech. Ops. team memb..:rs. 

- L: 8 Tech. Op< r~am m~mbers . __ .... _ :: _ should not question the dec!sions ur Jctio~-. of the man2;.:r. 
supervisor. or asst. supervisor except when they thre:1~en the s:1;"'cry vf rhe -..1perJ.t:on . 

.:?-- 9. Even when fatigued. I perfvrm effectively during ~riticai ph:.:se.s of -..v0:-~. 
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Disagree 
Strongly 

2 
Disagree 
Slightly 

*"• SCALE ••• 

3 
:\eutral 
Slightly 

4 
Agree 

5 
Agree 

Strono]v "' . 

....5._ 10. Managers, supervisors and asst. supervisors should ~ncourage questions during normJ.l 
operations and in special situations. 

c_ll. There are no circumstances where the subordinate should assume control of a project. 

A debriefing and critique of procedures and decision after e::.ch major task is an imponam pan 
of developing and maintaining effective team coordination. 

': 13. Overall, successful Tech. Ops. management is primarily a function of the manager's. 
supervisor· s. or asst. supervisor· s technicJ.l proficiency. 

Li 14. Training is one of the manager's most important responsibilities . 

.:;- 15. Because individuals filnction less effectively under high stress. good team coordination is more 
important in emergency or abnmmal situations . 

.c_· 16. The stan-of-shift team briefing is important for safety and for effective team management. 

__;:._I 7. Effective team coordination requires each person to take into account the personalities of ot.'ler 
team members. 

I 8. The responsibilities of the manager. supervisor. or asst. supen·•sor • elude coordination 
between his or her work team and O(her Si!pport. areas. 

,; 19 A I -- . truy professim.al manager. supervisor or asst. supervisor c::m leave personal problems 
behind. 

:; 20. My decision-making ai;ility is as good in abnormal si\uations as in routine daily operations. 

lRli 



1 
Disagree 
Strongly 

The Effects of Crew Resoura Management Training in Maintenance 

*** SCALE "'** 

2 
Disagree 
Slightly 

3 
Neutral 

4 
Agree 
Slightly 

5 
Agree 
Strongly 

In the following questions, "my management group" refers to those people who report to the same 
manager that I do. 

_1_21. I am kept informed by others in my management group about the goals and objectives of this 
organization (e.g .. cost quality, service, etc.). 

-~22. Work goals and priorities are understood and agreed to by members of my management group. 

In the following items. "my work group" refers to those people who report to me. 

23. Employees in my work group receive detailed feedback regarding the organization's 
performance. 

24. If employees in my work group disagree with the goal and pnontJes that have been 
established, they feel free to raise their concerns with supervision. 

_'_25. Employees in other groups within Tech. Ops. plan and coordinate their activities effectively 
together with people in my work group. 

__ 26. Employees in other groups, departments and divisions through the company act as if they sh:ue 
:nany of the same organizational goals that we do. 

!R9 
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BACKGROUND !!';FORMA TI0:-.1 

Year of Birth 

Total Years at '1 

Sex (M or F) 

Current 
Department 

-·-

I= 
1-

:\la>ntenance 

Engineering 

Quality Control 

Planning 

Logistic~ 

Shop 

Material Services 

I Job Title: -----------

1 Years in present position:--"=-'! __ 

Past Experienceffraining (#of Years): 

Military 

Trade School 

College 

Other Airlines 

190 
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Date l.·r~ .,,, j -~ 

Chapter Seven Appendix C 

AIRLINES 
TECHNICAL OPERA TJON DIVISION 

CCC WORKSHOP SURVEY 

"Two-month Follow-up" Questionnaire 

Please enter the the digit Personal Identification Number that you selected 
at the beginning of the seminar. 

Identification Code 

Now. please answer by writing beside each item the number that best reflects your 
perso:1al attitude. Choose the number fn,m the scale below. All date are strictly 
confidential. 

**SCALE** 

t 2 3 4 5 
Dis,gree Disagree ;>;eutraJ Agree Agree 
Strongly Slightly Slightly StroW 

__ ' _i. Technical Operations teJ.ffi '"embers should avoid disagreeing with others. 

2. It is important to avoid negative comments abcut the procedures and techniques 
of other ream members. 

~3. Casual. social cOI'\·ersation on the job during periods of low worked can improve 
Technical Operations teJ.ffi coordmation. 

•; 4. Good cowmur .cations and team coordination are as import:mt as technical 
proficiency for aircraft ':lfcty and operational effectiveness. 

--=._s. \Ve should he aware ..Jf aJJd sensitive: to the pcr.;<>n~l problems of other Technic~! 
Operations teJ.ffi members. 

' 1 6. The manJ.ger. supervisor. or :l>Sistant supervisor in charge should verbalize p!;;ns 
for procedures or actions and should be sure that the information is understood 
and ad.now!edged by the other Technical Operations team members. 

~7. The manager. supervisor. or assistant supervisor in charge should verbalize plans 
for procedures or actions and should be sure that the information is understood 
and acknowledged by the other Technical Operations teo.rn members. 

1 t) l 
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I 

Disagree 
Strongly 

2 

Disagree 
Slightly 

3 

Neutral 

4 

Agree 
Slightly 

5 

Agree 
Strongly 

_<-_8. Technical Operations team members should not question the decisions or 
actions of the manager, supervisor, or assistant supervisor except when they 
threaten the safety of the operation. 

2__9. Even when fatigued, I perform effectively during critical phases of work. 

--2_10. Managers, supervisors, and assistant SUJY'rvisors should encourage questions 
during normal operations and in special situations. 

__ 1_11. There are no circumstances where ·.he subordina!e should assume control of a 
project. 

5 12. A debriefing and critique of procedures and decisions after each major task is 
an important part of developing and maintaining effective team coordination. 

5 13. Overall, successful Technical Operations management is prima.-ily a function 
of the manager's, supervisor's, or assistant supervisor's technical proficiency. 

5 14. Training is one of the manager's most imponant responsibilities. 

5 15. Because individuals function less effectively under high stress, good team 
coordination is more important in emergency or abnormal situations. 

_{_16. The start-of-snift <earn briefing is important for safety and for effective team 
management. 

___,2_!7. Effective team coordination requires each person to take into account the 
personalities of other team members . 

.5 18. The responsibilities of the manager. super1isor, or asststant supervisor inch.:de 
coordination between his or her work team and other support areas. 

__ i_\9. A truly professional manager, supervisor. or assistant supervisor can leave 
personal problems behind. 

2. __ 20. My decision-making IS as good m abnormal situations as in routine daily 
operations. 



The l~ffects of Crew Resource Management Training in Maintenance 

*** SCALF: *** 

Disagree 
Strongly 

2 
Disagree 
Slightly 

3 
Neutral 

4 
Agree 
Slightly 

5 
Agr·ec 
Strongly 

In the following questions, "my management group" n·fcrs !IJ !hnse peopl" who 
report to the s::.mc manager that I do. 

~"·_· 21. I am kept informed by others in my management group about the goa's ~nd 
objectives of this orgamzation (e.g .. cost. quality. service. etc. I. 

22. Work go<tls and prionti~s are understood and agreed to by members of my 
management group. 

ln the following items. '"my work g10up'" refers to those people who repoi1 to me. 

~'_23. Employees in my work group receive detailed feedback regarding the 
orgar.izauon • s performance. 

24. If employees in work group disagre" with the goals and priorities that have 
been establi.,hed, they feel free to raise their concerns with supervision. 

__ 25. Employees in other groups wHhin Tcchni~al Operations plan and coordinate 
their activities effectively together with people in my work group. 

~-26. Employees in other groups. departments and divisiom throughout the company 
act as if they share many of rhe same organizational goals that we do. 

27. How useful has the CCC traming hecn for r.lhers'> (Circle one) 

A Waste 
of Time 

Slightly 
Ust:fto! 

Somewhat Very 
!hcful u,eful 

E.,tn.:mdy 
lhcful 

2S. How much ha' the CCC training changed your behavior on the joh'1 !Circle one) 

No Change A Slight 
Change 

A Moderate 
Changc 

A Large 
Change 
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29. What changes have you made as a result of the CCC training'' 

1 <,' • , > ~ 

30. How will you further use the CCC training in the coming months" 

31. Looking back on it now, what aspecls of the training were paniculariy good'.' 

' '/ 

32. What do you think could be done to improve CCC training'' 

l ')-1 
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I Year of Birth 

Total years at 

Sex (M or F) 

CURRENT 

I Work Location - City 

'-

;, . '-;.:·I 

/}1 

DEPARTMENT 

Line Maintenance 

Base Maintenance 

Quality Control 

Planning 

Shop 

:'vfaterial Sen·;,-, 

Engineering 

Other 

\ Job Title: _ _::.~_:.:::_~_::_''-'_· ~~-~-'-1'-~_._·__:·s_•_r ____ _ 

Years in present position: ---~7~--

I :i~:=rience/training (#of years): 

J Trade School ;1 

I College 

1 Other Airline ' I 

This completes the questionnaire 
Thanks for your help. 

'.( !'. . . . -

i'J5 
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