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The Augmented Age is the next great era
Enabled by software defined systems augmenting human decisions

Millions of 
Years

Millennia

Centuries

Decades

???

Hunter-gatherer

Agricultural

Industrial

Information

Mission Planner
thinks ‘planning’

Battle Manager
thinks ‘mission’

Platforms

Systems

Force Acquisition
thinks ‘procurement’

Recent Contextual Adaptation 
Increases Combat Utility
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History of AI 
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Contextual 
Adaptation

• Explanatory 
models to 
explain 
decisions

• A contextual 
model can:

- Reason 
- Perceive
- Learn
- Abstract

3rd AI WAVE
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Recognition

Natural 
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Understanding

DART Logistics 
Planner

Formally Verified 
Flight Software

Problem 
Solving

1st AI WAVE

Handcrafted 
Knowledge

(rules)

2nd AI WAVE

Statistical
Learning

(neural nets)

Autonomous 
Land Vehicle

Grand Challenge 
Autonomous Car

Perception 
& Robotics https://d253pvgap36xx8.cloudfront.net/editor_uploads/

1277/2015/01/13/stanley1.jpg

https://i.kinja-img.com/gawker-
media/image/upload/s--yohGERi5--
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Project on 
Mathematics and 
Computing (MAC)

1960                         1970                      1980                         1990                     2000            2010                          2020……..

SIRIHandwriting

• Abstract logic
• Explicit representations

• Biological inspiration
• Implicit representations

AI Funding in 
Waves
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Assumptions when applying AI to air combat
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gfycat github

• Air combat problems consist of two time 
constants 

• immediate tactic selection
• long-term strategic impact

• The air combat problem is manifold bounded
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Neural nets are just spreadsheets on steroids

• Each layer stretches and squashes the data space until the manifolds are cleanly 
separated

10

Input 
data

Output 
data
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Evolution of the AI playground for strategy and decision making
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t Deep Blue beats 12-time 

world champion and  
grandmaster Garry Kasparov 

in 3 games to zero (with 3 
draws)

1997

DEEP 
BLUE

AlphaStar beats TLO and 
MaNa (two of the best pro 
gamers in the world) 10-0

2019

Once useful models are 
developed, AI will be applied 

to determine the best ways to 
beat the game

2020+

ACE TA3, ACK and others

ye
ar Lee Jin-man / Associated Press

AlphaGo beats 18-time world 
champion Lee Sedol in 4 

games to one

2016
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Mishap Report: F-16 Controlled Flight Into Terrain (CFIT)
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https://youtu.be/WkZGL7RQBVw
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Mishap Report: F-16 Controlled Flight Into Terrain (CFIT)
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Autonomy was born in the air, now behind, why?
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Mechanical Mike 
aircraft autopilot

1933

Teetor Cruise 
Control
1945

Tesla 
Autopilot

2015

MQ-1 
Predator

1995

Adaptive 
cruise control

2000

DARPA Grand 
Challenge

2007

0
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3

4

5

no automation

driver assistance

partial automation

conditional automation

high automation

full automation

Lane assist
2006 2020

Auto Ground Collision 
Avoidance System

2014

Commercial vehicle autonomy closing in on full autonomy [5]… …while aerial combat autonomy struggles to reach conditional autonomy [3]

ACE/NGAD
Skyborg/AACO

2023

Self Driving 
Cars

2025+

Sperry aircraft 
autopilot

1912

1903

Ground Proximity 
Warning Sys

1971

Traffic 
Collision 

Avoidance 
System
1981

1893

DARPA Grand 
Challenge

2005
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What is the vehicle autonomy approach to get to level 5?
A matter of quantity of quality data  Optimized for time to Market

22

• 2 challenges must be solved to get to market as fast as possible: 
• Performance: is it capable of handling what’s required  
• Trust: expect it to deploy capability as required

• Waymo announced in January 2020 that its autonomous cars have 
driven tens of billions of miles through computer simulations and 20 
million miles on public roads in 25 cities”

• …and they are just 1 of 36 companies testing in California alone!

by the way: these are the same characteristics we 
build/assess while training human pilots

Insight in 
their metric

What is measured is managed -- so what do they measure?
Assessment rolled up into a single metric: 
Miles per Disengagement

Source: Rand 2016
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Also from RAND report:
Miles alone not enough

Need operator engagement 
to sufficiently build trust
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All the significant players are using a human on-the-loop configuration
Miles per disengagement verifies performance, builds trust, enables mileage volume

…what does every 
single vehicle have in 

common?
human-on-the-loop

100s of autonomous vehicles testing 
on public roads in California alone…
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Another byproduct of approach is incremental feature rollout
Deploy minimum viable assistance autonomy features to build trust incrementally

24

Incremental feature roll-out of increasing levels of 
automation: verifies performance while building trust
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Super-human effectiveness of “pilot-assist features” demonstrated
Death Claw and AlphaDogfight have both shown super-human performance in specialized tasks

25Demonstrated effectiveness of automated aiming in air-to-ground and air-to-air employment

ALIAS’s Death Claw
• Automated final portion of gun targeting to keep gun pipper on targets—a difficult & high workload task
• Flight tests using NF-16 VISTA test aircraft (USAF TPS) in November 2017
• Substantial performance improvements with unanimous, positive pilot comments  

ACE’s AlphaDogfight
• Eight contractor teams competed for top AI agent before engagement with Weapons Instructor Course grad
• AI agent defeated Banger 5-0 in high aspect BFM due to superior aiming and decision making
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Air Force is currently betting on a different approach

 Years: 20
 Vehicles: Thousands
 Miles: Hundreds of Millions

Level 0-1 Level 2-4 Level 5

To go from level 2 to level 5:

 Years: 0
 Aircraft: 1 (VISTA)…ACE will add 2xL-39
 Flight hours: Very few

To go from level 2 to level 5:
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Why didn’t commercial 
auto go straight to here?

Why are we going 
straight to here?
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The spectrum of AI approaches have already been explored

physicsAI

Rules-Based

𝑣⃗𝑣𝜌⃗𝜌
𝑎⃗𝑎

• Traditional pro-nav autopilots
• Very quick to execute
• Low processing footprint
• Very predictable/explainable
• No novelty

Expert System

• Rules-based GOFAI 
• Quick to execute
• Low processing footprint
• Good explainability
• Limited novelty

End-to-end AI

• Full Deep RL
• Long training timelines
• High processing footprint
• Very little explainability
• High potential for novelty

Hybrid/Hierarchical AI

• Bootstrapped RL/Tree Search
• Abbreviated offline training
• Medium processing footprint
• Some explainability
• Potential for novelty

AlphaDogfight
Lessons Learned
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AOG: And-Or-Graphs CRF: Conditional Random Fields HBN: Hierarchical Bayesian Networks
MLN: Markov Logic Network SRL: Statistical Relational Learning SVM: Support Vector Machine

Hierarchical/
Hybrid Models

The tradeoff between novelty and explainability
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Hierarchical/Hybridized solutions result in best of both worlds

29

• A Hierarchical/Hybridized AI solution blends policies from:
• Reinforcement learning artificial neural networks (referred to as multi-layered perceptrons)
• Markov decision processes for the incorporation of uncertainties
• Hierarchy and rules-based policies for explainability

Reinforcement 
Learning (RL):

Progressively learns 
by testing actions and 
assessing feedback 

Rule-Based Policy:
Quickly selects tactic 
based on most recent 

observations

Single-step 
RL/MDP: Determines 

multiple candidate 
solutions and selects 

best one 

Markov Decision 
Process (MDP):

Accounts for long-
term strategic impact 

of tactic selection

Current Dogfight Dynamics
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Agent
Environment

Agent in state, st
takes an action, at

Environment transitions to state, st+1
and provides reward, r(st, at)

Goal: maximize 
long-term expected 

reward
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Hierarchical/Hybridized solutions combine two techniques

• Performance increase via additional states

• Exponential design and test burden

• Straightforward verification; unbounded validation

• Performance via simultaneous state processing

• Exponential training burden (simulation)

• Validation via training; unbounded verification

30

Expert System Deep Reinforcement 
Learning

Must allow for, and even anticipate, simulation/reality mismatch
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Reconsider Validation, Verification, and Accreditation (VV&A)

• One example of a trust methodology currently being explored

…measure workload distribution

Mission Commander Task 

Semi-automated Dogfight

Divide the pilot’s attention…

Helmet-Mounted Eye 
Tracking
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Flight Directors

Human-On-The-Loop
Manned Unmanned Teaming

Experimentation

Autonomous 
Threat Reactions

Briefing and debriefing

Super-intelligent WVR 
dogfighting

AI-enabled Electronic 
Warfare

Signature
Management

Fleet Learning

Air Tasking Order 
Generation

Autonomy applications for Air Combat go beyond dogfighting

33
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Our current systems are not as deterministic as we think

• Federated subsystems
• Gaussian => Predictable
• Fewer test points
• Predict, Test, Validate Works
• Build-Up Approach Works
• Complicated

• Interconnected subsystems
• Non-Gaussian => Unpredictable
• More test points
• Predict, Test, Validate Tough
• Build-Up Approach Tricky
• Complex

P-38 Lightning F-35 Lighting II

Consider performing envelope expansion testing on the following two aircraft
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Structure of a system: Simple

Simple Complicated Complex

Function Model
Input Output

Uncertainty

Single
- Well understood
- Quantitatively derived from 

first principles of physics
Single None
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Structure of a system: Complicated

Simple Complicated Complex

Function Model
Input Output

Uncertainty

Single
Or

Multiple

- Well Understood
- Quantitatively derived from:

• First principles of physics
• Physical certainties
• Bounded assumptions

Single
Or 

Multiple
Gaussian
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Structure of a system: Complex

Simple Complicated Complex

Function Model
Input Output

Uncertainty

Single
Or 

Multiple

- No model
- Qualitative model
- Poorly understood 

quantitative model based on:
• Assumptions
• Not on first principles

Single
Or 

Multiple

Non-Gaussian or Power 
Law
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Flight Test Suitability Flowchart

Can all system outputs be 
predicted with complete 
certainty or Gaussian 
uncertainty using a 
quantitative model based on 
first principles of physics?

Are the outputs predictable 
qualitatively or using a
quantitative model based on 
assumptions?

Categorize all system 
inputs and system 
function parameters 
so that all relevant 
outputs are 
understood. Test. This is a complex system 

with outputs that are 
predictable with non-
Gaussian, bounded
uncertainty.  Calculate risk as a 
function of prediction and 
bounding.

Test. This is a complex system 
with outputs that are 
unpredictable but 
bounded.  Calculate risk based 
on bounding level.

The system is complex.
Can outputs be bounded
with physical certainty?

Re-design test methods and/or 
system to ensure output 
bounding.

Yes

Yes
Yes

No

No

No

Test. This is a simple or complicated
system.   Outputs are predictable with 
Gaussian uncertainty or no uncertainty. 
Calculate risk using expected value methods.



Distribution A: Approved for Public Release, Distribution Unlimited

M&S, Digital Twins, and a continuous TEVVA Process

• Entry Criteria
• Steps

1. Define the M&S/digital twin intended use
2. Evaluate risk
3. Define accreditation criteria
4. Select the candidate M&S/digital twin
5. Develop TEVV plans
6. Perform TEVV
7. Prepare accreditation support packages
8. Accreditation assessment
9. Accreditation decision

• Exit Criteria
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Must convert all manned aircraft to autonomy test assets
Air Force does not have test assets to obtain flight hours required

Full autonomy combat apps+

Pilot assistance combat apps

 Years: ??
 Aircraft: Full Squadrons
 Flight hours: 1000s
 Metric: Hours per disengagement

To go from level 2 to level 5:

275 million miles required to prove a self driving vehicle is at least as 
trustworthy as a human – how many hours does the Air Force have? 

e.g. AutoGCAS, Death 
Claw, etc.

Current test assets: 1? 2?
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Greatly improved autonomy is coming to the cockpit
• The Augmented age of the 21st Century is upon us

• Complete with AI
• Hardware-enabled, software-defined systems

• Winning in autonomy is about volume: quantity of quality training data
• Time to market: Must have a human-on-the-loop to adequately build 

performance and trust quickly
• US military is taking a different approach – effectively skipping human-on-the-

loop but this is changing

• We must dispel the myth that we cannot write a requirement for 
adaptability or perform continuous V&V

• In the modern era full of complex systems we must modernize our Test, 
Evaluation, Validation, Verification, and Accreditation (TEVVA) processes

• By choosing the right metrics, performing flight test suitability checks, and 
flipping the current role of M&S/digital twins we have a chance to tackle 21st

Century challenges  
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Questions?

42
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