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* What is ICN

* Leveraging NextGen
* Opportunities

* Principles

* Pillars
o Diverse Ops
o Infrastructure
o In-Time Safety

* Next Steps
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The Future of the NAS

 Operationalizing NextGen

o NextGen Foundational Infrastructure is in place to support the path to Trajectory
Based Operations the ability to manage aircraft based on time and future location

o Moving from NextGen as the future to NextGen as the new status quo

* Path to NAS 2035 (Advancing the NAS beyond NextGen)

o Will build on the NextGen foundational infrastructure

o Will leverage NextGen and industry investments to provide additional capabilities to
users beyond the Core-30

o Will address the key drivers of change in a manner that respects our principles of
aviation while taking advantage of opportunities brought on by innovation and
societal change.

o Will provide real-time safety analytics across all operations means safer skies for
everyone

o Users will be more connected and information is readily available to support
decision making. o
= |Information is made available based on each participant’s needs and access level ICN



Towards Performance-Based (NAS 4.0)
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Motivation and Opportunities

* New airborne including environmental friendly vehicles are emerging,
which perform new missions and operate in new ways to execute those
missions.

* While their safe operation and accommodation within current Air Traffic
Service can be provided today, current service accommodation will not
scale to meet the expected growth in these operations.

* New traffic management services, tailored to new entrant characteristics,
will be developed and able to coexist with traditional Air Traffic Service




Evolving Infrastructure
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Principles for a Future Vision

Enable Stakeholder Leverage Public/
Coordination For Private Partnerships
Planning & Access & Managed Services

Improve Safety, Distribute Decision- Design For Scalability Adapt To Keep

Security, & Making To Enable To Meet Operational Pace With

Resiliency User Freedoms Challenges Unanticipated
Challenges
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Diverse Operations
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Transit to Space
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Higher Airspace Services
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Scenario: Interactions between VFR and xTM

Aircraft at Lower-Level Altitudes

Integrated (. ................................................................................ 2
Information :
Environment

Changes in the operation, H
including off-nominals are, shared Data regarding the :
surrounding
operations are
shared with ATC for :
improved SA :

¢ Pilots flying VFR use

i portable devices to share
i information, when required,
: and receive advisory data

Information about the
current UAM corridors
and operations is shared

§
£ \
V2V Comms

and Separation

: Position and Intent :
: information are shared for ~ }
: collision avoidance

V2V Comms _— &
and - e

Separation

A GA flight flying VFR and descending in the vicinity
of UAM and sUAS operations that is planning to
land at a small, towered airport.

The GA pilot receive airspace, aircraft position, and
intent data (e.g., via a portable device) and shares its
intent and position data, when required, with the
integrated information environment.

Simultaneously, a UAM operation is taking place
near the airport. The UAM service supplier
automation interacts with operators using the
integrated information environment to obtain
position, intent, and current and planned use of
these UAM corridors.

Concurrently, a flock of sUAS is dusting crops. The
operation volume in which the sUAS are flying is
shared with all participants via the integrated .-
information environment. ICN



Infrastructure
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Operating Environments

Research and Development Operating Environment Mission Critical Operating Environment (MC-OE)

(RD-OE) NAS Critical Infrastructure
* Interr_let g * Restoretimein hours/ * Safety Critical and Efficiency ¢ Logical separation ME-OE, Physical
permitted days Critical Only separation AE-OF and no direct Administrative Operating Environment [AE-OE)

Off-Premise Cloud
Logical and Physical
separation AE-OE,
ME-OE

Physical separation
MC-OE

Drehestrstion & Mositating

@
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Limited PIV

RD IT systems and
services

Most assets able to
accommodate additional
software or agents

* No Public Internet

* No Public Email

= No Off-Premise Cloud connections

* Traditional or Private Cloud

* Two-factor authentication
constrained for new functions

= Restoration time sub-seconds

» Sensitive to latency and jitter

Orchaatration & Monitoring

@
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connectivity RD-OE

Conform to strict ATO ICS and NAS
Maintenance Policies

TOM and TDM to IP connections

1CS fOT systems and services

Serial connections, limited IP

No ability for additional software or
agents on legacy systems

internal Facing

b

External Boundary
e Protection [EBR).__.

Intennal DMZ

TN e

Efficiency Critical, Essential, and
Routine
No Public internet capability

listed URL's only

Private Cloud and Off-Premise
FedRAMP High Government cloud
environment

Restoration time <6 seconds

@rchestration & Monioring

@

S B

permitted, with exception for white-

Mission Essential Operating Environment (ME-OE)

Mission Essential Infrastructure

& Logical separation MC-OE, Physical
separation from AE-OE and

* Multi-Factor Authentication

® ICS/IT environment

Most assets able to accommodate

additional software or agents

* Less sensitive tolatency and jitter

Administrative and Financial systems and services

» Internet browsing permitted

* Hybrid Cloud Architecture

* Off-Premise Cloud architecture

* Restoration time in hours/days

* Multi-Factor authentication [PI1V)

Logically separated RD-OE
Physically separated from other
environments

IT systems and services
Government Furnished
Equipment can accommodate
additional software or agents

_____ .
(EP)
Ovchastration & Mesitoring
0 e°s
TIC 3.0 Edge Protection (EP)

]

Authorized External Users

TIC 3.0
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Scenario: Agile and Evolving Services with

Self-Healing Systems and Resiliency

Service Based Architecture

Self-healing
Monitor and

Data on operational
conditions, SWand
HW states to
determine health

Communication

Service Control

Service

A self-healing monitor and control service provides
capabilities that will

+ Detect failures

+ Quickly predict failures and/or degraded service levels
* Proactively identify solutions (recommendations)

+ Alert or resolve the failure in a timely manner

Resolution of failures are data driven, where alternatives
include changes to the infrastructure and/or changes to

Solutions to operations %
resolve issue //
A
A
If goes down
is available /
w  ® 2
T~ ™
‘{f —f— wS—— ¢ —
Service Supplier B3 — — ~4 ~/ e e
EJes R 2 .

« The self-healing service continuously

evaluates the communication service's
status, integrating this data with the
health status of other communication
services to create a broader picture of all
NAS communication services.

A communication pathway go down - the
self-healing service automatically
reconfigures the communication network
to bypass the offline node.

If the network cannot be successfully
automatically reconfigured, the service
may determine the need to scale up
current available communication services,
which can be provided by different
private entities, to ensure adequate
communication coverage during this
outage.
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Scenario: Continuous Planning with

Smart Systems

* In the future, all NAS stakeholders collaborate to achieve
operational goals for a specific timeframe or operation.

« After the NAS stakeholders have decided on the level of

— goals they want to attain, the goals are shared among
Envionment ATS, Operators, XTM Suppliers, or any party responsible
s T b - Dan Promarceouones for the safe and efficient management of traffic in the
v NAS.

Decision Making

| rsemtcosens secommmsnioeens [ T— e * Later, these parties submit the performance goals to
TialoandGoslsars  Rocommendatons and . . ’
uonaton.  Oucomesre ournoa (Recommendaten  Potomance | | 1 1. smart systems that process the information by running
by automation | comes | . .
o206 | ncorimies 0% | ﬁ,] models and simulations.
aoTo
Qutcomes

’ » The automation then returns a range of
recommendations and predicted performance outcomes

Uncertainties ~ XX% i

|
|
|
|
|
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@Recommendaﬁon Performance oo o |
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@Recommendeﬁon Performance I |
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ls-\tI:‘Nel-\So e et {-\decision . o
o TS, Opratos, goavandaiss | S each one with a probability of success. The operators can
X uppliers erformed ' RS 288 G E .
o me— e : then study the range of recommendations, make

calibrations, and select a path forward that best supports
their mission objectives while remaining in line with NAS

performance goals. o
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In-Time Safety
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Tailored Operations and Flight Rules

TAILORED SERVICES

Mobile
MEET THE NEEDS OF Data Comm
OPERATIONS IN ALL RNP
AIRSPACE -
Safgty 5
Monitoring LTE
Connectivity
FLIGHT RULES Part 121
Operation LA N Lost Link

ACCEPTABLE RISK TO e/ A Se L Procedures
ALL PARTIES

Low Noise
Emission

BVLOS
Operation

JOINT USE AIRSPACE
WHERE POSSIBLE
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In-Time Safety Risk Management

AUTOMATED
MONITORING

2§ CONTINUOUS

DATA
EXCHANGE
PROGNOSTIC
f f RISK
ﬁ‘ : MODELING
%
MACHINE
LEARNING — &
| 8 ALERTING
AND
RESPONSE
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Scenario: Safety Risk Management with

Connected Aircraft and Smart Systems

Z
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of Aircraft Data

Inputs for
corrective
action

+ Timely, accessible data for aircraft monitoring tools to
detect anomalies and alert/notify pilot in real-time

+ Timely, accessible data for pilot to identify operational
issues and take appropriate action (e.g., incursions) for
real-time safety assurance

» Data exchanged with relevant stakeholders via fully
integrated information environment

Decision making

of Aircraft Data

Probability/l\ﬂ

In-time alerts S
Decision making | ¢

Avionics

Mnfc. In-time alerts
Decision making

Integrated
Information
Environment

Airframe

Mnfc.
-time alerts
Decision making 5
In-time alerts
Decision making

FAA

* Smart Systems help stakeholders gain richer

insight into anomalous events with non-real time
risk modeling and impact analysis

» Smart Systems provide in-time alerts to

stakeholders when appropriate

* Coordinated in-time safety decisions and

corrective actions are supported by
information/data sharing

In-time safety assurance relies on
the real-time monitoring and
collecting of performance data.

Vehicles share position, intent, and
status data via connected aircraft
using commercial communications
technology for information
exchange with ground systems.

Smart capabilities/systems identify
negative behaviors or tendencies,
notify them of what corrective
action is necessary, and provide
additional insight, such as the
consequence of inaction, needed for
in-time decision making.
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Operational Landscape

2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035

e UTM

Operational
UTM FIMS

UTM-GA (Industry)

e UAM e LM

Reachingthreshold where services become critical

Operational
UAM info Serv

UAM-GA (Industry)
= Traffic Inf: — UAS/UAM and manned aircraft traffic
of PSU

XTM operations &
demand forecast

Operational
ETM info Serv

ETM-ATC
= Clearance delivery for transit

UTM-ATS UAM-TFEM

= Off-nominal msg exchange
= Mon-compliance operations

around critical infrastructure

= UTM Airspace Constraints

airspace management
flow management

= Intent-FPL for transit

between corridor/airspace

= Non-compliance menitoring

ETM-TFM

= ETM ATS data exchanges
mechanism, e.g., FPLfor
transit, off-nominal

UAM-ATC

= Digitized communication

= Clearance delivery for transit
= Off-nominal msg exchange

ETM Airspace Design Criteria
A on

ETM Transit Envelope
UTM Airspace
RZ:E?:Q?AZ‘:G UAM Coop Airspace Design/Org Metroplex(s)
Performance considerations
High-throughput Coop Airspace & Inter-city
ETM Sub-concept/UC
UTM 3.0 {2023) « ETM-ATC UC (gcgpsi‘,t/ ETM 2.0 UAM S_ub-concep'_t/UC
= Up:;lated Architecture « ETM-PBFM ATC UC'(ECESJ « Updated Arch = Supervised Automation
. ln‘gfl’gla_tign _Sittgit}* = ETM ATC Manage AC in Coop Env (2026) |§ * Info Security
= Public Safety Ops = ATS-ETM Interac
« Final Remote ID « COPS ETM Sub-concept/ UC
xTM 1.0 (2023) UAM 3.0 * Flexible Floors
= high-level concept * Update Architecture -
UAM 2.0 (2023) UTM Sub- - Update info Security XTM 2.0
= Higher tempo operations ETM UC (2026) concept/UC implementation vision = Advance Automation
= Transit Sensitivity (FT Model) » Supervise-automation = Fully Integrated Operations
= Limitation of UTM Cap - H
I Comm Space UC On/Cff Mominal in constrained area I I Pre dECISIOI‘Ia|




Technology Landscape

2022 \ 2023 | 2024 \ 2025 \ 2026 | 2027 | 2028 \ 2029 \ 2030 | 2031 | 2032 \ 2033 \ 2034 | 2035

Deploy Mission Essential (ME) NAS Cloud
Establish seaurity controls, configure M&C tools
Establish initial zero trust architecture

TIC 3.0 Implementation
Establish Cloud core services, platform tools and infrastructure FOC
services
Deploy Mission Critical (MC) MAS Cloud
Establish Security Controls, configure M&C tools
Expand zerotrust architecture

4 AES OEs Ready

Add/Update Platform Services, DevSecOpstool chains & Enterprise shared services

Infrastructure Create datalake/data store for safety data analytics
R&D Cloud to support prototyping, Transition from FTI to FENS Information Management services
dev/testing/staging environments SWIM Efficiency Critical updates (STDDS, SFDPS)
Security & TIC 3.0 Implementation SWIM enhancements for enhanced information sharing
_ (data fusion, data filtering, data transformation, APl management
Expand R&D CE to support all AES OEs
ESCS in Admin Cloud|  Enhanced ESCS in ME Cloud
. Virtualize E-IDS

(Notlonal) Enterprise IAM in Cloud

. . Aeronautical Information Services (EAST,
Virtualize/ ACS, FNS) in ME Cloud :

. . SWIM services (NCR, SFDPS) in ME Cloud
Lift & shift IDS in ME Cloud

to cloud ERAM- Virtualize s training capabilities ERAM- Migrate select operational capabilities into cloud; Containerize select Applications

STARS communications transitioned to IP ATOP, STARS, TBFM- Migrate dev, support, test, trainingand select operational capabilities
to Cloud; Containerize select applications
Deploy ATS mission services in Cloud and establish common services
ERAM in a Box, App Store, Flight Flight Information Management mission/common servicesin ME-Cloud ATC critical services in MC/ME Cloud
Object in R&D Cloud * Flight Planning & Flight pl_an f_|||r1_g services Ti".'e Based F|°“'Ma!"39;¢'“e"" - Conflict Probe service - SatVoice Integration service

Noti | - Flight data management services mission/common services in ME-Cloud = Surveillance data processing = Minimum Safe Altitude Waming

( otiona ) - Arrival/departure planning services « Trial Plan service service
New Services + Data recording simulation, display services = Conflict Alert = Self healing M&C service
& Flow Management mission/commeon Servicesin ME Cloud
_ H - Adaptation, demand, capacity alert services
Re avrc h Itect = Trajectory, TMI modeling services Air Traffic Services for xTM
e)(|5t|ng = Advisory, Monitoring and Information services + Scaling services for equitable access
systems . ) w « Communication e)q:hange services
Surface Management services/Mobile Applications * Enhanced ATC services for xTM
- Electronic Flight Data processing service + Flight plan services for ETM

= Surface Scheduling, metering services

» Digital taxi instructions, pre/post negotiations thru FF-ICE
- Flight deck clearance, airaraft parameter exchange

* GA/BA Departure Intent and Airport Demand Information

Pre-decisional.

Operational UTM FIMS . - - - - §
Enterprise IAM for UTM I Operational UAM Information services I Operational ETM Information services I




Information Landscape

2022 | 2023 ‘ 2024 | 2025 | 2026 ‘ 2027 | 2028 | 2029 ‘ 2030 | 2031 ‘ 2032 ‘ 2033 | 2034

‘ 2035

WXXM 2024

AlIXM 5.2

Global
Exchange
Mo d e| s AIXM / FIXM / FLXM / iWXXM Future Releases
International Coordination (ICAO ATMRPP/ATMOPS/IMP/METP)
z TETT—
(@] Machine Learning on Aircraft Performance
Te C h no | (o) g y , . . Machipe Learrl‘l:lg for
+ D ata Data Analytics for Constraint Information| Taxi Application
A ct | V | t | es Machine Learning for Constraint Information
g
( Researc h) I Machine Learning for How Management Future Machine Learning and Artificial Intelligence Applications
I
ML/AI Certification
Info Exchange with
UTM FIMS
In > OUt Enterprise Identity and
Access Management " N Moabile IFR Clea
I n f(ODzltca]WS (Identity Vetting) In?ﬂg::?;:;:g andoRelease Instrmmtic:n
Eg I‘eSS) Publish Information to USS Digital Taxi Information Publish Ir;fsol:mation to Publish InEf;)srmation to
— — Ingest Flight Plan and FF-ICE/R2 Information Exchanges
O ut > I n ;Tmh:age g:::ge Weather Data Flight Intent
Info Flows fom At
( Da ta Departure .
Information Initial Zero Trust Mobile IFR Release and Cancellation Expand Zero Trust
IngreSS) Exchange (PACER) Architecture Capabilities
Deploy Zero Trust Architecture
Regl-”atory FAA UTM Data Exchal Gove
s nge Governance FAA ETM Data Exchal H
and s Pre-decisional
Aduisory




Enterprise Cloud/Platform Services

- Containerization management
analysis for AES

correlation
- UTM services gap analysis to align with
AES

R&D needs

- Requirements & Analysis to expand R&D
Initial Infrastructure to support NAS pre-
production environment

Microservices Analysis (MSA)
- ESIF & MSA framework
- MSA use cases analysis and prototyping

cy| 2021 | 2022 | 2023 | 2024 | 2025 | 2026 | 2027 2028 | 2029 | 2030 | 2031 | 2032 | 2033 | 2034 | 2035 |+
""""""" I [ Zero Trust security enhancements |«
NAS Cloud | ¥ Legend
""""""" ! [Mission Essential (ME) NAS Cloud Loc
o 10C T o .
] Mission Critical (MC) NAS Cloud i J Enterprise |:| Future
E 10C FOC Services RM .
T [Platform for ME & MC Cloud n | |:| System/Service
=] z -
[ [ Enterprise Information Management (EIM) | -
w |:| MextGen Project
g [ FAA Enterprise Network Services (FENS) |communication RM {(:_3} Enterprise service
=] 1 A
=
k]
-]
"E NCR [ SWIM Segment 2D (efficiency critical data excljange)
Communication RM
SWIMS t28B
egmen ————————{SWIM Segment 3
| Data Managementservices | | Infrastructure Services | | Platform Services [zero Trust security services |
" S & < < S b S
2 Data Fusi IDNS/DHCP/IPAM NTP/PTP service DevSecOps tools Platform Security Monitoring Servicell I dentity Servi {5
5 ata Fusion APl management service Management entity erwlcae tity & A
T entity & Access
; @ @ {C}} @ . {(}} @ Management (IAM)
" Database services
2 Data Filteri Network Fault monitoring Logaing Servi Directory Service
atariitering Data transformation Management/Monitoring @ @ 0gging >ervice Asset service
@ @ : @ @ PKI/Key Management services
_ @ Compute, M_emory& Configuration @ ~ (RA enrollment, Validation
Data Correlation {9} Orchestration Inventory Management Storage services Management Auditing Vulnerability management @ service)
. . Performance Maonitoring ’ .
Services Discovery Patching Service
Back up management
| \/
AES Shared Services Analysis I Zero Trust
- AES platform tools analysis for various Flight Object Engineering Analysis on Cloud Mission Essential (ME) cloud sandbox - ZT Concept of Operations
n operating environments - Open APls - Cloud suitability analysis for OPIP systems - Build early test ME-Cloud, create cloud - ZTlmplementationplan
f—_’, - Cloud resiliency analysis - Microservices - Cloud migration strategies for identified configuration with ME-Cloud characteristics = ZTmlcrg—segmentatlon architecture
s - Governance/policy for shared services and| /Containerization lessons systems - ME platform tools prototyping - ZTPOC in R&D Cloud
- common mission services learned - Initial NAS pathfinder programs technical
< = analysis
o ] R&D Initial Infrastructure
] Data di %pp_ Storle f PO UTM - R&D initial infrastructure requirements UTM Enterprise IAM
-3 - Data distribution platform - UTM Field Test- prototype APIs for data - Build initial infrastructure to support FAA - Analysis of FAA UTM IAM services as

enterprise IAM for AES




Website/Email

* ICN link

o https://www.faa.gov/icn

* NAS EA link

o Coming Soon!

* ICN mailbox

o Info-centric-nas@faa.gov

-
ICN


https://www.faa.gov/icn
mailto:Info-centric-nas@faa.gov




Thank You!

Ay
ICN




_W , Info-Centric

'\"/i CN NAS Tech

Talk

ATCA 2022




	Info-Centric NAS Tech Talk
	Agenda
	The Future of the NAS
	Towards Performance-Based (NAS 4.0)
	Motivation and Opportunities
	Evolving Infrastructure
	Principles for a Future Vision 
	Diverse Operations
	ICN Diverse Operations 
	Scenario: Interactions between VFR and xTM Aircraft at Lower-Level Altitudes
	Infrastructure
	Slide Number 12
	Operating Environments
	Scenario: Agile and Evolving Services with Self-Healing Systems and Resiliency
	Scenario: Continuous Planning with �Smart Systems
	In-Time Safety
	Tailored Operations and Flight Rules
	In-Time Safety Risk Management
	Scenario: Safety Risk Management with Connected Aircraft and Smart Systems
	Next Steps
	Operational Landscape
	Technology Landscape
	Information Landscape
	Enterprise Cloud/Platform Services
	Website/Email
	Q&A
	Thank You!
	Info-Centric NAS Tech Talk



