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Executive Summary 74 

The impact of climate-altering agents on the atmospheric system is a result of a complex system 75 
of interactions and feedbacks within the atmosphere, and with the oceans, the land surface, the 76 
biosphere and the cryosphere. Climate metrics are used as a proxy to simplify interpretation of 77 
the complex science and associated feedbacks to indicate the ultimate effect of constituent 78 
changes in the atmosphere. Aviation is just one contributor to these constituent changes in the 79 
atmosphere but the potential impact of aviation on climate is expected to grow over the coming 80 
decades as demand for air travel increases. It is necessary to quantify the impact of aviation so 81 
that appropriate policy actions may be defined. The objective of this report is to examine the 82 
capabilities and limitations of current climate metrics in the context of the aviation impact on 83 
climate change, to analyze key uncertainties associated with these metrics and, to the extent 84 
possible, to make recommendations on future research and about how best to use metrics 85 
currently to gauge aviation-induced climate change. 86 

Climate change not only involves changes in temperature, but also changes in precipitations and 87 
changes in extreme events. Nonetheless, globally averaged surface temperature is generally used 88 
as a proxy for climate change because temperature changes are easier to predict and the effect of 89 
temperature changes are better understood than other atmospheric variables. When deciding 90 
which metric to use for aviation considerations, some general questions must first be answered, 91 
such as: What is the function or purpose of the metric? Can the metric be applied to various 92 
scenarios and forcings? What is the effectiveness of the metric for the user, whether it is for 93 
technology or policy considerations? Is the metric flexible enough to incorporate advances in 94 
scientific understanding? A useful metric should also be applicable to other transportation and / 95 
or energy sectors as well. 96 

A useful metric must be easy to use and understand, as well as firmly supported by the science. 97 
When developing a metric or choosing between existing metrics one must balance the 98 
applicability of the metric to a wide range of climate altering scenarios with ease of use of the 99 
metric within the limits of scientific understanding. Aviation presents a very specific situation 100 
where emissions are deposited largely in the upper troposphere/lower stratosphere (UT/LS) 101 
region rather than at the Earth’s surface like other transportation or energy related emissions. 102 
Some emissions from aviation are both long-lived (e.g., a century or longer for carbon dioxide) 103 
while others are very short-lived (e.g., minutes to a few days for contrail and cirrus effects). Also, 104 
the total amount of emissions and corresponding changes in climate resulting from the existing 105 
aviation fleet is currently relatively small compared to the total human-induced emissions that 106 
are leading to climate change. Some specific questions that must be answered with regard to 107 
aviation-induced climate change are: What are the climate effects of aviation relative to other 108 
transportation sectors? What technology choices will minimize the impacts on climate? Which 109 
forcing agent in aviation should be the highest priority for policy considerations? What are the 110 
trade-offs between reductions of different forcing agents? What are the trade-offs between 111 
different policy considerations? How can the industry maximize the benefit while minimizing the 112 
cost of abatement? What metric or metrics would be most useful for analyses of the potential 113 
climate impacts from aviation emissions? Or from other transportation and energy sectors? The 114 
“best” metric probably depends on which question(s) are being addressed and no metric should 115 
be used blindly. 116 
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The most widely used metric for climate change has been radiative forcing (RF). It is also an 117 
integral part of many of the existing climate metrics. In fact, there is no single “radiative forcing” 118 
metric; there are several “flavors” of radiative forcing based metrics. Although the use of the 119 
stratospheric adjusted radiative forcing metric is often used for aviation studies (as well as many 120 
other climate analyses) and has been proposed by some policymakers for use in possible policy 121 
development relative to aircraft emissions, the classic evaluation of this metric has limited 122 
suitability for that purpose and it is clear that it only provides part of the story regarding aircraft 123 
effects on climate. 124 

Of all the problems associated with RF (in all its flavors), the most serious limitation may come 125 
from the fact that not all forcing agents cause the same climate impact (for the discussion here, 126 
change in globally averaged surface temperature) for a given change in radiative flux. This 127 
means that RF from one cause cannot be compared to RF from another cause easily. One way to 128 
get around this problem is to define an “equivalent” RF where the forcing is weighted by its 129 
climate sensitivity. This additional multiplier term is called “efficacy”. 130 

Existing metrics can be grouped into one of three categories: (1) concentration-based metrics 131 
which use constituent concentrations to gauge the change in radiative forcing; (2) emissions-132 
based metrics that aim to control emissions and examine trade-offs; and (3) economics- and 133 
damage-based metrics which attempt to account for damages and abatement costs. The 134 
discussion in the report largely centers on the first two groups, the science-based metrics. 135 

The most widely used metrics in climate assessments and policy considerations are stratospheric 136 
adjusted Radiative Forcing and Global Warming Potentials, but many other metrics have been 137 
proposed. At this point, the most promising metrics for future climate analyses including aviation 138 
are: Equivalent Radiative Forcing (Radiative Forcing with efficacies applied), Global Warming 139 
Potentials (GWPs), Global Temperature Potentials (GTPs) and Linearized Temperature 140 
Response (LTR) metrics. Efficacy factors should be applied to these metrics to account for the 141 
fact that not all constituents have the same impact on climate change. All of these metrics have 142 
strengths and some limitations towards addressing key policy questions related to the potential 143 
impacts of aviation on climate. However, all of these climate metrics should be further evaluated 144 
for their applicability to aviation-induced climate change because so far it is unclear which 145 
metric is most suitable to address the needs of policymakers. 146 

In order to determine which metric is most applicable for which question, the applicability and 147 
robustness of individual metrics must be tested. These metrics must be tested both for global and 148 
regional applicability. A Metrics Working Group should be formed to evaluate the different 149 
metrics and their value for addressing policy questions using a variety of climate and chemistry-150 
climate models. The Metrics Working Group will meet with policy makers to establish priorities 151 
because a metric preference particularly depends on the choice of questions to be addressed. One 152 
of the initial tasks of this working group will be to establish criteria for evaluating metrics, and 153 
then existing metrics will be compared in the context of the priorities established by policy 154 
makers. Efficacy factors will also need to be evaluated to determine if efficacies can adequately 155 
correct for differences in climate sensitivity to various aviation scenarios. The possible effects of 156 
changes in the background atmospheric conditions (effects of composition and climate changes) 157 
on derived aviation impacts need to be evaluated. Finally, metrics will be evaluated based on 158 
applicability to other transportation and energy sectors. These priorities will greatly enhance the 159 
understanding of climate metrics within the next five years using the current suite of tools, which 160 
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include state-of-the-art chemical-transport and chemical-climate models, as well as the set of 161 
existing metrics. 162 

The GWP concept cannot be ignored because it still is the most accepted metric in the 163 
international climate assessments and corresponding policy considerations. However, the GTP 164 
concept and the linearized temperature response (LTR) approach also have many advantages and 165 
may be the preferred approaches for technological and policy analyses relative to aviation. GTP 166 
has the advantage of being relatively simple, transparent, and flexible, but, like GWPs, they have 167 
not been adequately tested for application to aviation impacts on climate. 168 

The latest LTR approaches, namely the APMT and AirClim assessment tools, appear to be quite 169 
promising for future studies of aviation. The AirClim approach may even provide a capability for 170 
analyzing regional impacts not considered otherwise. However, these tools are dependent on the 171 
validity of much more complex representations and understanding of the science, including the 172 
carbon cycle, chemistry interactions, aerosol direct and indirect effects, contrail formation and 173 
evolution, and the resulting impacts on climate. Current tools need much further development 174 
and evaluation before they will be applicable to policy considerations. 175 

It will be important to take a systems point of view in any new study using existing metrics to 176 
evaluate the climate impacts from aviation. As such, it will be important to consider all of the 177 
uncertainties associated with current understanding of the effects of aviation emissions on 178 
climate, including the fact that with the exception of carbon dioxide, the effects of other 179 
emissions on climate are still not very well understood. In particular, it would be very difficult to 180 
provide a meaningful evaluation of the effects of contrails or the effects of contrails and aerosols 181 
on cirrus. However, metrics may be able to better consider the effects NOx emissions from 182 
aviation. To provide a perspective relative to prior assessments of aircraft effects, any new study 183 
done at this time should start with the use of stratospheric adjusted radiative forcing, but also 184 
include consideration of efficacies to the degree possible. The effects of uncertainties in the 185 
evaluation of the climate effects and in the metric itself will need to be clearly stated. The 186 
radiative forcing could be evaluated for the current time period but it can also be worthwhile to 187 
consider projections of effects on aviation based on reasonable scenarios for future emissions. 188 
Such scenarios, however, need to be carefully considered, and should be based on best available 189 
projections from ICAO and the FAA (or associated organizations like JPDO). Emissions-based 190 
metrics should also be considered, but interpretation is currently limited by the lack of a 191 
community-consensus on which metrics should be adopted and the by the limited application 192 
currently of the GWP and GTP approaches to evaluation of aviation impacts. The LTR 193 
approaches are promising as assessment tools but have not been evaluated by the science 194 
community and need further development to reduce existing uncertainties. 195 

196 
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1. Introduction 196 

Metrics have long been used in studies of climate change to simplify interpretation of the 197 
complex science and associated feedbacks and interactions that determine the ultimate effect of 198 
gaseous or particulate emissions on the atmosphere. Several different types of metrics have been 199 
developed, each with its advantages and disadvantages. Several of these metrics have been 200 
applied in various ways to study the effects of aviation on climate. However, there has been little 201 
attempt to assess what is known about climate metrics in order to evaluate the relevance and 202 
applicability of these metrics to aviation. 203 

Climate is defined as the typical behavior of the atmosphere, the aggregation of the weather, and 204 
is generally expressed in terms of averages and variances of temperature, precipitation and other 205 
physical properties. A climate metric, in general, is a variable (or a set of variables) designed to 206 
parameterize a set of known or deduced influences on the climate system that may result in 207 
climate change. The climate metric variable is then used as a proxy to indicate the impact of 208 
forcing on the climate system resulting in a change in the energy balance of the earth-atmosphere 209 
system. This forcing results in a change in both the instantaneous and long-term equilibrium 210 
conditions of the Earth’s atmosphere, and a shift in the long-term average conditions of the 211 
Earth’s atmosphere. Climate change may be manifested by a variety of important parameters, 212 
including temperature, precipitation, humidity, cloudiness, soil moisture, sea surface temperature, 213 
and sea ice location and thickness. 214 

Whereas comprehensive models of the climate system can be used to study the much larger 215 
climate effects of fossil fuel use and other human-related emissions at the Earth’s surface, the 216 
climate effects from current aircraft emissions are only a small fraction of the total impacts of 217 
human activities on climate (e.g., emissions of carbon dioxide from aviation are currently 218 
approximately two percent of the total emissions from fossil fuel burning and changes in land 219 
use). As a result, it is very difficult to use a climate model to directly evaluate the climate effects 220 
resulting from aviation. Metrics thus provide the primary means for evaluating the relative 221 
effects of different emissions, including policy or tradeoff options, from aviation on climate and 222 
for comparing the effects of aviation on climate relative to other human factors affecting climate. 223 

However, the potential importance of aviation on climate is expected to grow over the coming 224 
decades, further increasing the need for well-defined metrics to study and understand the role of 225 
aviation on climate. For example, the U.S. projects demand for air transportation services to 226 
grow three fold by 2025 (e.g., Next Generation Air Transportation System, 2004). It is a 227 
daunting challenge for both the scientific and technological communities to satisfy this 228 
increasing demand, while still protecting our environment, including potential impacts on the 229 
Earth’s climate. With extensive growth demand expected in aviation over the next few decades, 230 
it is imperative that vigorous action be taken to understand the potential impacts of aviation 231 
emissions to help policymakers address climate and other potential environmental impacts 232 
associated with aviation. To meet the challenges presented by this growth, the President of the 233 
United States signed ‘Vision 100 – Century of Aviation Reauthorization Act” in 2003 and 234 
created a multi-agency integrated plan for the development of a Next Generation Air 235 
Transportation system (NGATS). The vision of the NGATS is “A transformed aviation system 236 
that allows all communities to participate in the global market-place, provides services tailored to 237 
individual customer needs, and accommodates seamless civil and military operations.” One of 238 
the challenges posed by the vision is achieving growth while reducing environmental impacts. At 239 
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the same time, other countries (e.g., the European Union) and the United Nations’ International 240 
Civil Aviation Organization (ICAO) face similar concerns and issues. 241 

As stated in the 2006 Workshop on the Impacts of Aviation on Climate Change (Wuebbles et al., 242 
2006; available from http://web.mit.edu/aeroastro/partner/reports/climatewrksp-rpt-0806.pdf), 243 
the integrated national plan for implementation of the NGATS initiative in the U.S. is carried out 244 
by a Joint Planning and Development Office (JPDO). The JPDO is comprised of a number of 245 
U.S. agencies: National Aeronautics and Space Administration (NASA), Federal Aviation 246 
Administration (FAA), Department of Transportation (DOT), Department of Homeland Security 247 
(DHS), Department of Commerce (DOC) and the Whitehouse Office of Science and Technology 248 
Policy (OSTP). The Environmental Integrated Product Team (EIPT) of JPDO has been tasked 249 
with incorporating environmental impact planning into the NGATS. To fulfill this strategy, it is 250 
necessary to quantify the climatic impacts of aviation emissions to enable appropriate policy 251 
considerations and actions. Understanding aviation’s climate impact is also critical to informing 252 
the United States in the best considerations and trade-offs for setting standards in engine 253 
emissions, special flight operations, or other potential policy actions through the International 254 
Civil Aviation Organization. This cannot be adequately done until the policymakers can 255 
correctly capture the environmental effects of aviation emissions, including climate impacts. The 256 
extensive investment of new aircraft in the marketplace, with their long service lifetime (25-30 257 
years or longer), emphasizes the urgent need for improving our current understanding of the 258 
effects of aviation on climate. 259 

The vast majority of the emissions from aviation occur at cruise altitudes in the upper 260 
troposphere and lower stratosphere (UT/LS). The chemical species released during the fuel 261 
combustion process in aircraft engines include carbon dioxide (CO2), water (H2O), nitrogen 262 
oxides (NO and NO2 or NOx collectively) and sulfur oxides (SOx) along with small amounts of 263 
soot carbon (Csoot), hydrocarbons (HC) and carbon monoxide (CO). Once released at cruise 264 
altitudes within the UT/LS, these species interact with the background atmosphere and undergo 265 
complex processes, resulting in climate impacts and related damages. However, one also needs 266 
to bear in mind that the background atmosphere is also changing over time as a result of both 267 
natural and human drivers. As the background atmosphere changes, the response of atmospheric 268 
chemistry and the climate system to emissions from aviation may also change. 269 

The schematic in Figure 1 illustrates how emissions from aviation can cause resulting climate 270 
impacts and subsequent damages. The impact of climate-altering agents leads to the following 271 
chain of events: Emissions lead to changes in atmospheric concentrations of gases and particles; 272 
these in turn lead to changes in the radiative transfer affecting the climate system, referred to as 273 
the radiative forcing on climate; changes in radiative forcing alters key climate parameters like 274 
temperature and precipitation (e.g., IPCC, 1999; IPCC, 2007a). These changes in the climate 275 
system can have resulting social and ecosystem impacts and can result in a variety of societal and 276 
economic impacts (IPCC, 2007b; O’Neill, 2000; Smith and Wigley, 2000; Fuglestvedt et al., 277 
2003). As one moves down the diagram, there is increasing policy relevance (in terms of 278 
observed changes that are likely to produce measurable economic or other types of social welfare 279 
damages) but there is also increasing uncertainty regarding the exact magnitude of the change as 280 
it depends not only on the forcing of the climate system by emissions but also on the 281 
vulnerability of individual natural and human systems.  282 

Climate metrics are often used as an indicator of these climate impacts. Some climate metrics go 283 
further and indicate the influence of climate change on human-related factors, like economic 284 
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damage or cost of abatement. This report is largely restricted to physical metrics, which do not 285 
consider costs or other economic factors. However, because there is a lot of potential interest in 286 
the use of metrics containing economic factors, we do provide a cursory discussion on the 287 
potential use of and the current issues associated with using economics in climate metrics. 288 

The specific ways that aircraft emissions can alter the radiative budget of the Earth and 289 
contribute to human-induced climate change are: 290 

• Aircraft engines emit CO2 and water vapor, important greenhouse gases, that directly 291 
affect climate through their absorption and reemission of infrared radiation; 292 

• Aircraft emitted NOx (and hydrogen oxides (HOx) produced from water vapor emissions 293 
into the stratosphere) can modify atmospheric ozone concentrations through chemical 294 
interactions. Ozone affects the radiative balance of the climate system through both its 295 
shortwave and infrared (greenhouse effect) absorption; 296 

• Through its resulting net production of upper tropospheric and lower stratospheric ozone, 297 
NOx emissions from subsonic aircraft reduce the atmospheric abundance of CH4, another 298 
important greenhouse gas, through enhancing the concentrations of tropospheric hydroxyl 299 
radicals (OH), the primary reactant for destruction of methane; 300 

• Aircraft emit aerosols in the form of liquid particles containing sulfate and organics, and 301 
soot particles. Emissions of sulfur dioxide also increase the aerosol mass in aging plumes. 302 
These aerosols can be radiatively active themselves, either by scattering (sulfates) or 303 
absorbing (soot) solar radiation or can indirectly affect climate by triggering the 304 
formation of persistent condensation trails or altering natural cloudiness; 305 

• Under the right meteorological conditions, aircraft emissions of water vapor (and aerosols) 306 
can lead to formation of contrails and possibly result in effects on upper tropospheric 307 
cirrus clouds – these effects may exert spatially inhomogeneous radiative impacts on 308 
climate.  309 

As will be discussed further in subsequent sections of this report, the current scientific 310 
understanding of the potential effects on climate from aviation emissions range from good for the 311 
carbon dioxide emissions to fair for the NOx, water vapor, direct particle, and contrail effects to 312 
poor for the effects on cirrus clouds (also see the report from the 2006 Workshop on the Impacts 313 
of Aviation on Climate Change).  314 

Although current fuel use from aviation is only a few percent of all combustion sources of CO2, 315 
one of the dominant radiatively important gases currently affecting the climate system as a result 316 
of human activities, the expectation is that this percentage will increase in the future. On a multi-317 
decadal time scale, aircraft emissions could become a more significant factor in climate change 318 
because of the projected increase in passenger demand and associated flights, and because of the 319 
likely decrease in other combustion sources as the world moves away from fossil fuels towards 320 
alternative and renewable energy sources. Although the long atmospheric lifetime of CO2 321 
implies little dependence on where emissions occur, the effects on climate from the other 322 
emissions from aviation are strongly affected by emissions primarily occurring at cruise altitudes 323 
in the upper troposphere and lower stratosphere. For example, aircraft nitrogen oxides released at 324 
these altitudes generally have a larger climate impact than those emitted at the surface, although 325 
a small fraction of the much larger surface emissions from energy and transportation sources also 326 
reach the upper troposphere. 327 
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There likely is no single perfect metric -- the specific metric needed likely depends on the 328 
question being asked. For example, for some analyses, policymakers and the aviation industry 329 
may both want to consider the total impacts that aviation is having on climate currently and into 330 
the future relative to other influences on climate, while for other studies, they may want to 331 
consider the integrated effects of a “pulse” of aviation emissions on climate relative to the 332 
emissions of other transportation sources. As another example, a metric based on integrated 333 
radiative forcing over a chosen time horizon is consistent with the current application of the 100-334 
year integrated Global Warming Potentials in the Kyoto Protocol; however, a different target 335 
formulation – e.g. a defined ceiling for global mean temperature change – would require a 336 
different type of metric. 337 

The objective of this report is to examine the capabilities and limitations of the metrics currently 338 
being used to study human-related and natural forcings on the climate system, to analyze key 339 
uncertainties associated with these metrics, and, to the degree possible, make recommendations 340 
about which metrics are likely to be most suitable for various applications associated with 341 
aircraft emissions. The aim is a focused in-depth review of the scientific principles, uncertainties 342 
and gaps, and the modeling capabilities, for determining suitable metrics for comparison of 343 
climate impacts from aviation, including those for well-mixed gases (e.g., CO2, CH4) and 344 
inhomogeneous forcing such as that resulting from changes occurring in the upper troposphere 345 
and lower stratosphere from perturbations to the distribution of ozone and particles, the 346 
formation of contrails and from perturbations to cirrus clouds. The next section discusses some 347 
of the general concerns about metrics for climate, followed by a discussion of the more specific 348 
considerations associated with analyzing the climate effects from aviation. Existing metrics 349 
being used are then discussed. Recommendations for aircraft studies are discussed and research 350 
needs to address specific issues related to aircraft-induced climate change are then defined. 351 

2. A Review of Metrics for Climate Impacts 352 

2a. General Comments About Climate Metrics 353 

There are a number of general concerns that must be considered when trying to find a metric that 354 
is the most useful for analyses of aviation and other human-related impacts on climate.  355 

First, it should be recognized that there is now overwhelming scientific consensus regarding the 356 
role of human activities in causing the changes in climate that have occurred over the last few 357 
decades. The science community has become increasingly convinced that the changes in climate 358 
being seen are primarily due to burning of fossil fuels and other human-related activities (IPCC, 359 
2001, 2007a). Nonetheless, there are some significant uncertainties remaining in our 360 
understanding of the feedbacks on climate and the resulting impacts. Quantifying the role of 361 
aviation is further complicated by uncertainties in understanding the specific mechanisms 362 
whereby aviation can affect climate - for example, determining the effects of emissions of 363 
nitrogen oxides from aircraft on tropospheric and stratospheric ozone and the resulting effects on 364 
hydroxyl and methane concentrations. Since ozone and methane are radiatively important 365 
“greenhouse” gases that can affect climate, these effects need to be well understood. An even 366 
larger uncertainty is the extent of persistent contrails from aviation and the resulting effects on 367 
climate, the role of these contrails and the aerosol (particle) emissions from aviation on cirrus 368 
cloud production in the upper troposphere, and the role of cirrus in climate change. 369 
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Second, projections of regional changes in climate are, at this point, still less well understood 370 
than the global effects on climate. Regional impacts are driven by regional feedback mechanisms 371 
and the local distribution of forcing agents. Regional feedback mechanisms can be driven by 372 
such things as proximity to a large body of water, local climate and elevation. Local distribution 373 
of forcing agents is particularly important for short-lived species. These issues are particularly 374 
important for aircraft emissions because aircraft emissions contain both long- and short-lived 375 
constituents and span a wide range of geographic regions. 376 

Also, the effects of temperature changes are also better understood than precipitation changes. It 377 
is for this reason that globally-averaged surface temperature is generally used as the primary 378 
model-derived output variable for climate change. As our ability to model other variables, such 379 
as precipitation, cloud cover, etc., improves, the climate change variable of choice may change 380 
as well. 381 

Emissions-based metrics (e.g., Global warming Potentials) are often defined based on emissions 382 
put into the current atmosphere. However, the atmosphere is not at a steady state. The 383 
atmospheric composition, plus temperature and other physical variables, are changing, largely as 384 
a result of human-related activities. As a result of nonlinear relationships in atmospheric 385 
chemistry and in radiative and other physical processes, a metric calculated assuming the 386 
background corresponds to 2050 may result in very different values than if the metric is 387 
calculated relative to the background corresponding to the current atmosphere. 388 

Some additional difficulties in developing metrics for climate change include the choice of an 389 
appropriate structure for the metric (which may depend on its intended use), the quantification of 390 
input values (due to underlying uncertainties) and the need for value judgements in the choice of 391 
parameters within these metrics (e.g., the evaluation of long term impacts versus short term 392 
impacts). Such value judgements go beyond natural sciences. In the choice of impact parameter 393 
there is also a trade-off between relevance and uncertainty. 394 

The scientific limitations in our understanding of climate change and the impact of aircraft 395 
emissions will be discussed in more detail as we look at specific metrics and their usefulness. 396 
There are some general questions that must be answered in order to evaluate a metric. These 397 
questions include: What is the function or purpose of the metric? Can the metric be applied to 398 
various scenarios and forcings? What is the effectiveness of the metric for the user, whether it is 399 
for technology or policy considerations? Is the metric flexible enough to incorporate advances in 400 
scientific understanding? 401 

2b. The Characteristics of a Climate Metric 402 

Development of meaningful metrics for climate change requires a reasonably accurate capability 403 
for the evaluation of the effects of human-related and natural factors affecting climate. Such 404 
capabilities require complex state-of-the-art models that include representations of, and 405 
interactions among, the atmosphere, its chemical composition, the oceans, biosphere, cryosphere, 406 
etc. These models encapsulate our understanding of physical, chemical and biological processes. 407 
However, they are not useful in directly providing metrics for, for example, policymaking for 408 
several reasons. They require very large computer resources and considerable expertise to 409 
perform calculations and to diagnose results from the large amount of output that they produce. 410 
Hence, there is a limit on the number of different cases (e.g., emission scenarios) that can be 411 
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considered. Alternatively, simplified models or metrics (that build on the results of the complex 412 
models) can be used.  413 

Climate metrics have a number of potential uses, including: 414 

• Providing flexible, rapidly-available input regarding the relative ability of various 415 
approaches to minimize the potential impact of human activities on the climate system; 416 

• Assessing the relative contributions of emissions from different human activities to 417 
climate change; 418 

• Comparing (and ranking) climate effects from competing technologies, energy uses – or 419 
the different emissions in a given sector like aviation; 420 

• Ranking the emissions from various countries; 421 

• Establishing a basis for comparing reductions in climate effects in various countries; 422 

• Functioning as a signal for policy considerations to encourage some activities and 423 
discourage others; 424 

• As an analysis tool for industries and countries to determine the best approaches for 425 
meeting commitments to reduce climate impacts 426 

In general, a metric must be scientifically well grounded, but also simple to use and easy to 427 
understand. It must be an effective tool for communication between scientists, industry, and 428 
policymakers. Users, whether it is industry, policymakers, or others, should be able to make use 429 
of the metric without further input from the scientific community, so the metric should be 430 
transparent enough to convey a meaning all on its own. One main concern with developing new 431 
metrics is the need to weight applicability of the metric versus ease in understanding the results. 432 
So, the metric needs to be simple, yet users must be confident enough in the scientific quality of 433 
the metric to trust it and use it; therefore it should be subject to a minimum of uncertainties or 434 
have the effects of scientific uncertainties reduced (or at least represented) as much as possible. 435 
In the choice of impact parameter, there is also a trade-off between relevance and uncertainty. As 436 
stated before, the metric has to be applicable to the questions or policy concerns of interest. 437 

Making the right choices is an important part of formulating a metric for climate change. The 438 
spatial and temporal scales of interest need to be considered. Are globally- and annually-439 
averaged effects and impacts of climate change adequate or is it necessary to consider regional 440 
impacts. Generally metrics have been used at the global scale because of the uncertainties in 441 
representing regional impacts.  442 

A choice also must be made as to what are the key parameters to use in representing climate 443 
change in the metric. While one could consider parameters like change in precipitation or change 444 
in sea level, the most commonly considered parameters are change in radiative forcing, change in 445 
temperature, or some sort of economic impact, such as change in damages and abatement costs. 446 
The first two (radiative forcing and temperature changes) have wide acceptance in the science 447 
community. While economists often argue that damages and abatement costs must be included 448 
and that this may be the only way to really compare climate change impacts across different 449 
emissions sources and at different geographic locations, there is no general consensus on what 450 
the best approaches are for doing so.  451 
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A choice must also be made as to how to consider temporal changes in the climate parameter 452 
and/or the emissions of interest, e.g., whether to consider the absolute change in the climate 453 
parameter over a given time period, the integrated change over a given time period, and/or to 454 
consider the effects of pulsed or sustained emissions. Such choices can affect decisions using the 455 
metric, e.g., whether it is best to reduce emissions of long-lived gases or short-lived gases or 456 
particles. 457 

In considering a metric, it is important to recognize the current state of scientific understanding. 458 
It would be very difficult, for example, to define an accurate metric based on regional (or even 459 
global average) precipitation because current regional and global climate models have significant 460 
uncertainties in representing precipitation processes and their interaction with the global climate 461 
system well enough. Essentially all of the climate metrics being used in analyses of human-462 
related emissions to date are based in some way on the change in globally-averaged (and 463 
annually-averaged) surface temperature as the measure of climate change since that is the 464 
projection in which we have the most confidence from a scientific perspective. As our scientific 465 
understanding improves, the metrics of choice might change. 466 

Other considerations in metrics choice include also the choice of an appropriate structure (e.g., to 467 
be applicable to temperature targets) for the metric (this choice will likely depend on the design 468 
of any climate policy it is intended to serve), the quantification of input values (due to underlying 469 
uncertainties) and the need for value judgements in the choice of parameters within these metrics 470 
(e.g., the evaluation of long term impacts versus short term impacts). Such value judgements go 471 
beyond natural sciences.  472 

2c. Special Considerations for Aviation Analyses 473 

Emissions from aviation present some special problems for climate metrics. First, these 474 
emissions are deposited largely into the upper troposphere and lower stratosphere while other 475 
human-related emissions are mostly at the Earth’s surface. Second, the total emissions from 476 
aviation are relatively small when compared to the total emissions from other anthropogenic 477 
sources of radiatively active (either direct or indirect) constituents. Third, aircraft emissions 478 
contain both long- and short-lived constituents, meaning that both direct radiative effects and the 479 
indirect radiative effects via complex chemical and physical processes, such as impacts on ozone, 480 
methane and cloudiness, all need to be considered. Aircraft emissions also contain aerosols, 481 
which are difficult for climate metrics to accurately depict because of the non-linear effects of 482 
indirect forcings (Lohmann and Feichter, 2005). 483 

Emission Region 484 

A number of past studies have examined the relationship between radiative forcing and 485 
temperature change. Typically these have examined the effects resulting from long-lived gases or 486 
well distributed changes in forcing, such as changes in the solar flux. For example, Hansen et al. 487 
(2005) examined the climate sensitivity to CO2 and solar irradiance changes. They found that the 488 
climate sensitivity does depend on the magnitude of the forcing, but for forcings close to the 489 
current state the sensitivity is nearly constant. As the forcing from CO2 or solar irradiance in the 490 
model was changed, the climate sensitivity changed as well.  491 

Aircraft emissions are deposited locally, both geographically and in altitude. Aircraft emissions 492 
are deposited predominately in the upper troposphere and lower stratosphere in the Northern 493 
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Hemisphere mid-latitudes. Part of the difficulty in understanding the chemical and physical 494 
impacts on climate from aviation emissions is because the upper troposphere / lower stratosphere 495 
(UT/LS) is a highly coupled region where dynamics, chemistry, microphysics and radiative 496 
processes are fundamentally interconnected. Water vapor and ozone, perhaps the two most 497 
important greenhouse gases in the UT/LS, are controlled by both transport processes, such as 498 
stratosphere-troposphere exchange, and chemical processes including multiphase chemistry, and 499 
cloud microphysics, which in turn are influenced by the temperature and aerosol distributions. 500 
The UT/LS is a region of much scientific scrutiny (e.g., Pan et al., 2007) because of the 501 
uncertainties surrounding these complex interactions. 502 

Since aircraft emissions have such a unique region of influence, one might think that they would 503 
have an equally unique forcing signature. Unfortunately, Boer and Yu (2003b) and other studies 504 
suggest that this is not the case for different geographic distributions. Rather, they found that the 505 
geographic distribution of temperature change is predominately determined by the geographic 506 
distribution of the feedback mechanisms and only secondarily determined by the geographic 507 
distribution of the forcing agent.  508 

Hansen et al. (2005) also determined that it was difficult to use the geographic pattern of the 509 
temperature response to determine the climate forcing agent responsible. They tested the climate 510 
response to different geographic patterns of CO2, CH4, O3, BC (black carbon, soot) aerosols, 511 
N2O and CFCs, as well as land use, volcanic emission and solar irradiance change, and found 512 
that the temperature response preferentially occurred in certain places, particularly high latitudes. 513 
In fact, Hansen et al. (2005) examined the geographic distribution of the temperature response 514 
normalized by the magnitude of the forcing (assuming constant sea surface temperature) so that 515 
the global average radiative forcing is the same for all runs and found that for well-mixed 516 
greenhouse gases “changes evoke nearly identical normalized response” patterns. This pattern 517 
also held for the all-forcings-at-once scenarios, but broke down somewhat for scattering aerosols 518 
and more so for absorbing aerosols. 519 

On the other hand, Hansen et al. (2005) found that the vertical distribution of temperature change 520 
could be used to indicate a vertical distribution of forcing agent. Aircraft have a very distinct 521 
vertical influence, so it is possible that the vertical distribution of forcing can be linked to a 522 
change in environment lapse rate. Further studies are needed to determine if this is a reliable way 523 
to detect aircraft impacts. This also raises the question of whether the normal surface 524 
temperature-based metric is capable of adequately capturing the climate impacts of aviation. 525 

Total Emission Size 526 

Aircraft emissions are not large when compared to other anthropogenic sources of radiatively 527 
active constituents. It is not possible to evaluate emission signatures of the non-CO2 short-lived 528 
emissions from aviation in climate models because the signal does not rise above the natural   529 
climate variability and model noise. In order to detect an aircraft signature in a climate model 530 
relative to natural climate variability, aircraft emissions have to be scaled to a larger size. Scaling 531 
presents its own set of problems because if the scaling factor is too large then the model is no 532 
longer in the linear regime of the emission-response function. As an example, scaling the NOx 533 
emissions from aviation to be able to detect effects on climate may be affected by nonlinearities 534 
in the chemistry and physical processes leading to the resulting changes in ozone and methane. 535 
For aircraft emissions, as with other anthropogenic emissions of short-lived it is unclear just how 536 
important such non-linear effects are in determining the climate response. 537 
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Short-lived Species 538 

In addition to long-lived atmospheric constituents like CO2, aircraft also emit short-lived 539 
pollutants that are either themselves radiatively active (e.g., aerosols) or can affect radiatively 540 
important gases, particles, or clouds. Short-lived emissions, which last from minutes to days, can 541 
affect the geographic region where they are emitted and the effect will likely be different for 542 
different geographic regions, even for the same emissions. In addition, the lifetime of gases like 543 
CH4 depend on the chemical composition of the background atmosphere. In order for a climate 544 
metric to work effectively for aircraft emissions, the metric must take into consideration short-545 
lived species.  546 

Concentration-based metrics like radiative forcing are often being used to examine the change in 547 
climate forcing over a period of time and ignore the transient effects. Because it is unlikely that a 548 
transportation source like aviation is suddenly going to have no emissions tomorrow or even in a 549 
few years, it can be worthwhile to use a concentration-based metric like radiative forcing to 550 
consider what effects emissions are having on climate over a given time period. However, there 551 
is also significant value in considering the transient effects. The very different atmospheric 552 
lifetime of the emission effect associated with CO2, NOx/O3, CH4, and contrails suggest that 553 
technology or policy changes could lead to vastly different short-term versus long-term effects 554 
on climate. Metrics that consider these transient effects thus can provide useful insights. 555 

Contrails present a problem that is unique to aircraft emissions. Current models do not 556 
adequately simulate the ice-supersaturation environment necessary for persistent contrails, nor 557 
do they have the spatial resolution to represent individual contrails, so it is difficult to adequately 558 
model contrails. In addition, contrails typically have very short lifetimes as compared to other 559 
radiatively important aircraft effects. As a result, the climate effect from contrails is still poorly 560 
understood. Hansen et al. (2005) did climate simulations using “observed” contrail coverage 561 
multiplied by a factor of 10. Nonetheless, the climate effect may be large enough locally to be 562 
important to climate analyses. The problem is how to account for such uncertain effects in 563 
metrics being used for studying the climate effects associated with aviation. 564 

Aerosols emitted by aircraft have a relatively small direct effect on climate but may be important 565 
as condensation nuclei for cirrus formation. The direct radiative effect of aerosols is reasonably 566 
well understood compared to the indirect effects on cloudiness. The indirect effects are harder to 567 
understand than the direct effect because of the poorly understood interactions between aerosols, 568 
cloud condensation nuclei and cloud properties. In addition to the indirect effects there is also a 569 
semi-direct effect caused by soot. Black carbon warms the air in the immediate vicinity and leads 570 
to cloud evaporation (Hansen et al., 1997). Chylek et al. (1996) also points out that the location 571 
of soot relative to the cloud is very important to radiative transfer. If soot is above the cloud layer, 572 
it behaves very differently than if it is below the cloud layer. Aerosols also change the optical 573 
properties of clouds and cause an increase in the ice nucleation efficiency of mixed-phase clouds 574 
(Lohmann, 2002). Smaller liquid droplets from aerosol-influenced clouds would decrease the 575 
freezing efficiency and allow supercooled droplets to penetrate higher into the cloud. 576 

For subsonic aircraft, NOx emitted from aircraft are short-lived (lifetime of days) but the NOx 577 
emissions in the UTLS generally lead to O3 formation and CH4 destruction, depending on the 578 
background environment. Regional dependence of O3 production depends on solar flux (varies 579 
by latitude), background NOx concentration, and local chemistry and emissions (IPCC, 2001; 580 
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Prather et al., 1999; Collins et al., 2006; Jacob et al., 2005). As a result, the impact of NOx 581 
emissions depends on where the emission occurs. 582 

Current global-averaged analyses imply that cooling effects of CH4 decreases and warming 583 
effects of O3 increases from aviation are roughly of the same magnitude. CH4 is well distributed 584 
globally because of its longer lifetime (~8 years, but recovery time after a CH4 perturbation is 585 
closer to 12 years because of the resulting interactions with atmospheric hydroxyl), but aviation 586 
effects on O3 not globally distributed because of the relatively short atmospheric lifetime of 587 
tropospheric  (and lower stratospheric) ozone. As a result, the distribution of warming/cooling 588 
effects from ozone and methane perturbations from aviation will not be equally distributed 589 
across the globe. In addition, it has been shown than the regional climate response is not the 590 
same for all regions of the Earth. Equatorial latitudes show a stronger response to emissions than 591 
mid-latitudes (Bernsten et al., 2005; Fuglestvedt et al., 2003; Derwent et al., 2001). 592 

Metric Considerations 593 

There are a variety of potential questions that a user may want to address in terms of aviation 594 
applications using climate metrics. Depending on the question, more than one type of metric may 595 
be needed to fully address all aspects to be evaluated. Some examples of potential questions 596 
include:  597 

• What are the climate effects of aviation relative to other transportation sectors? 598 

• What technology choices will minimize the impacts on climate? 599 

• Which forcing agent in aviation should be the highest priority for policy considerations?  600 

• What are the trade-offs between reductions of different forcing agents?  601 

• What are the trade-offs between different policy considerations? 602 

• How can the industry maximize the benefit while minimizing the cost of abatement?  603 

In order to answer such questions, a climate metric (or metrics) should be able to weight the 604 
different forcing agents and put them all on the same scale for comparison. While there has not 605 
been universal agreement, many studies of climate forcings compare the impact of various 606 
climate forcings with the forcing from changes in CO2, the gas currently having the largest 607 
human-related impact on climate. Forcing agents are often considered in terms of their “CO2 608 
equivalent” forcing effect. Of course, then one has to decide what is meant by equivalence. Are 609 
forcings equivalent in terms of their radiative forcing, integrated radiative forcing, change in 610 
global average surface temperature, integrated change in global average surface temperature, etc.? 611 

There may be metrics that would be particularly suitable for aviation emission, e.g., a metric that 612 
applies best to the climate effects associated with changes occurring in the upper troposphere and 613 
lower stratosphere. However, even if such a metric exists, another factor is just how useful the 614 
metric is for other climate policy considerations because metrics for aircraft emissions must also 615 
fit into the framework being used by policymakers and others for sectors analyzing human-616 
related emissions effects on climate. 617 

2d. Development of Radiative Forcing as a Metric 618 

The most widely used metric for climate change has been radiative forcing. Since it is used in 619 
many of the concentration-based and emissions-based metrics, it is worthwhile to first look at the 620 
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definition and historical development of radiation forcing. In fact, as seen in later sections, there 621 
is no single “radiative forcing” metric; there are several “flavors” of radiative forcing based 622 
metrics. Although the use of the stratospheric adjusted radiative forcing metric is often used for 623 
aviation studies (e.g., IPCC, 1999; Sausen et al., 2005) and has been proposed by some 624 
policymakers for use in possible policy development relative to aircraft emissions, the classic 625 
evaluation of this metric has limited suitability for that purpose and it is clear that it only 626 
provides part of the story regarding aircraft effects on climate. Other metrics will need to be 627 
considered – for example, emissions-based metrics provide important information not provided 628 
by the traditional use of radiative forcing as a concentration-based metric. 629 

The term ‘radiative forcing’ as a metric applied to climate change has been used since the 1980s. 630 
It has been a central tool in all of the international assessments of climate change. The IPCC 631 
Assessment (2001) describes radiative forcing as “a useful concept, providing a convenient first-632 
order measure of the relative climatic importance of different agents” without the need to 633 
actually conduct time consuming and computationally expensive climate model simulations. 634 
However, as discussed later, this concept has significant limitations for spatially inhomogeneous 635 
perturbations to the climate system and can be a poor predictor of the global mean climate 636 
response. As a result, alternative definitions have been developed. 637 

Essentially, radiative forcing for a given greenhouse gas or other forcing agent requires two 638 
primary factors, its three-dimensional distribution and how this has changed over time, and its 639 
interactions with solar and thermal infrared radiation (Shine and Forster, 1999; Myhre et al., 640 
2001). 641 

Over time, the radiative forcing concept has been broadened to not only include changes in solar 642 
flux and changes in relatively long-lived greenhouse gases like CO2, O3, CH4 and various 643 
halocarbons, but also to include the climate effects resulting from changing emissions and 644 
concentrations of short-lived gases and particles. Short-lived gases generally have little direct 645 
effect on climate but can have indirect climate effects through chemical interactions affecting 646 
radiatively important constituents like O3 and CH4. Emissions of and secondary production of 647 
atmospheric particles can have both direct effects on climate and indirect impacts on climate 648 
resulting from their effects on cloudiness.  649 

The concept of radiative forcing arose directly from the assumption that the Earth-atmosphere 650 
system is always approximately in radiative convective equilibrium. Assuming radiative-651 
convective equilibrium, the heating rate of the atmosphere can be derived as: 652 

,
T

F
dt

dH
=  653 

where =

bz

pTdzCH  is the heat content of the atmosphere, F is the forcing on the system, T is 654 

temperature change in the system,  is the climate sensitivity parameter that accounts for the 655 

effects of climate feedbacks,  is the density of the atmosphere, Cp is the specific heat, and zb is 656 

the depth that heat penetrates into the atmosphere. For analyses of changing solar flux and 657 
changes in the concentration of carbon dioxide, climate model calculations found an 658 
approximately linear relationship between global-mean radiative forcing at the tropopause and 659 
the change in equilibrium global mean surface air temperature. Because of the close linking of 660 
the troposphere to the surface through convection, climate models have typically found that the 661 
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land surface, ocean mixed layer, and troposphere together respond to a radiative forcing for such 662 
perturbations with a relatively uniform increase in globally-averaged temperature. 663 

As a result, the steady state form of the heat change equation is: 664 

.FT =  665 

This equation has traditionally been used to estimate surface temperature change given the 666 
radiative forcing, with an estimated value or uncertainty range in the climate sensitivity 667 
parameter (generally  is taken to be the value corresponding to that expected for a doubling of 668 

the atmospheric concentration of CO2 from pre-industrial levels, namely a 1.5 to 4.5 degree C 669 
change in surface temperature for a 4 Wm-2 increase in radiative forcing). The first applications 670 
of a radiative-convective model to predict radiative forcing effects of greenhouse gases and 671 
clouds in the Earth’s atmosphere were done by Manabe and Strickler (1964) and Manabe and 672 
Wetherald (1967). These early studies demonstrated that the climate of the Earth can be affected 673 
by the influences (or forcings) of changes in solar irradiance and albedo and changes in the 674 
atmospheric distribution of certain radiatively active gases and aerosols. 675 

A number of studies of examined the sensitivity factor , but without much success in reducing 676 

the uncertainty range (NRC, 2003; Meehl et al., 2004a; Schwartz, 2004; Andronova et al., 2007; 677 
Kiehl, 2007; Roe and Baker, 2007; plus discussion and references in the various IPCC 678 
assessments). The primary factors affecting the range of sensitivity factors founds in existing 679 
climate models appear to be uncertainties associated with the treatment of aerosols and cloud 680 
processes. However, Stuber et al. (2005) suggest that the two largest factors in the variability of 681 

 are the varying strength of stratospheric water vapor feedback and the sea ice-albedo feedback. 682 

Ramanathan et al. (1985) found that the climate sensitivity or climate feedback parameter, , was 683 

almost invariant to the type of forcing used in a one-dimensional radiative convective model. 684 
Many other climate modeling studies have shown an approximately linear relationship between 685 
the global mean change in radiative forcing at the top of the atmosphere resulting in a change in 686 
the equilibrium global mean temperature at the surface. Models have shown a large difference in 687 

 between different climate models (thus the range of values mentioned above), but an 688 

approximately constant value for  within a particular model for changes in solar flux and 689 

atmospheric concentrations of long-lived gases like CO2, CH4, and N2O. 690 

Ramanathan et al. (1987), as well as a number of later studies (e.g., Wang et al., 1986; Hansen et 691 
al., 1997; Jain et al., 2000; Naik et al., 2000; Forster et al., 2001; Gauss et al., 2003; Gohar et al., 692 
2004; Huang and Ramaswamy, 2006; Meehl et al., 2004b; Tett et al., 2002), examined the 693 
effects of various trace gases on climate. Many trace gases absorb infrared radiation and can 694 
have a significant surface warming effect. Some gases can also affect climate indirectly by 695 
chemically altering the composition of the atmosphere. Wang et al. (1991) noted that global 696 
climate models had either neglected trace gases altogether in model simulations or did not study 697 
the differences in climate responses between trace gases and CO2. Wang et al. (1991) recognized 698 
that the behavior of CO2 is very different from that of other trace gases, because different gases 699 
absorb at different wavelengths and have different atmospheric lifetimes.  700 

A number of studies have since examined the definition of radiative forcing. As stated in Chapter 701 
15 (Ramanathan et al., 1985) of the WMO (1985) global atmospheric ozone assessment, 702 
“Radiative forcing due to trace gases can be considered either in terms of the changes in the 703 
fluxes of radiative energy into and out of the entire system (i.e., surface-troposphere system) or 704 
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in terms of the change in the vertical distribution of the radiative heating rates. The choice 705 
between the two quantities depends on the region of interest. Within the troposphere, the vertical 706 
mixing of sensible and latent heat by convection and large scale motions is considered to be quite 707 
rapid compared to the time scales associated with radiative adjustment. As a result, the vertical 708 
distribution of the tropospheric temperature change is largely governed by the radiative forcing 709 
of the column. Hence, as a first approximation, we can ignore details of the vertical distribution 710 
of the tropospheric radiative forcing and focus, instead, on the radiative forcing of the entire 711 
surface-troposphere system.” 712 

Using this knowledge, column radiative transfer models were developed. Column models are 713 
much less computationally intensive than global climate models (GCMs). Column models can 714 
compute the globally averaged radiative forcing in a small fraction of the time it takes to run a 715 
full GCM and at a fraction of the cost. In addition to saving both time and money, the model 716 
noise level in column models is much lower than it is for global models so the impact of 717 
relatively small perturbations like those for the current aviation fleet is much easier to detect. 718 

Later uses of radiative forcing built upon the fact that the climate responses differed for different 719 
substances in the atmosphere. The concept of radiative forcing was originally implemented for 720 
the global climate system, but during the 1990s, its use was extended to determine regional mean 721 
radiative forcing for various seasons in order to account for the effects of short-lived gases and 722 
aerosols that occur over certain regions (Wang et al., 1992; Haywood and Ramaswamy, 2006). 723 
Wang et al. found that the use of “effective CO2” in climate models (as often used still) as a 724 
proxy for other gases such as methane and N2O was generally fine for determining global 725 
average surface temperature (as long as the forcing was dominated by well-mixed gases), but it is 726 
not sufficient to assess future climate changes on a regional scale. Wang et al. (1992) 727 
emphasized the need for trace gases to be included in regional calculations. Cox et al. (1995) 728 
brought attention to the fact that the cooling effects of regional anthropogenic aerosols were 729 
“offsetting a substantial fraction of the global mean response to forcing due to greenhouse 730 
gases.” Cox et al. (1995) found that the hemispheric temperature response was considerably less 731 
than expected, and the regional forcing also demonstrated substantial differences between 732 
forcing and temperature response. These differences are an indication that there is a need to 733 
represent the spatial and seasonal distribution of aerosol forcing when examining climate 734 
responses more detailed than the global and annual mean (Cox et al., 1995).  735 

The generally accepted definition of radiative forcing, as adopted initially by IPCC (1990) is the 736 
change in net irradiance (in Wm-2) at the tropopause after allowing stratospheric temperatures to 737 
readjust to radiative equilibrium, but with surface and tropospheric temperatures held fixed at the 738 
unperturbed values. Comparisons of radiative forcing from different forcing agents relied on the 739 
assumption that the climate sensitivity factor was constant, therefore a particular radiative 740 
forcing led to the same change in globally-averaged surface temperature. Recent studies have 741 
shown that the climate sensitivity parameter, , is not constant within a particular model for all 742 

climate forcings. For example, Hansen et al. (1997) found that there is sensitivity in the climate 743 
response to the altitude and latitude of the forcing. In particular, forcings that are 744 
inhomogeneously distributed, like aircraft-induced changes in ozone and the effects of contrails, 745 
can have very different (even negative) climate sensitivities (IPCC, 1999). Indirect effects due to 746 
unevenly distributed aerosols also may have different climate sensitivities. 747 

Radiative forcing is a particularly attractive concept for well-mixed gases because it can be 748 
calculated either within a comprehensive climate or Earth system model, or it can be calculated, 749 
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almost as accurately in a simple column radiative transfer model (RTM) (or more accurately 750 
since the column model can use a higher wavelength resolution form of solution). Though 751 
column models do not have grid-to-grid interactions, they are less noisy than full climate models 752 
so it is easier to pick the small aircraft signal out of the model noise. Column models are also 753 
much cheaper and much faster than larger, more comprehensive models. 754 

2e. Existing Metrics 755 

There are basically two families of science-based metrics that are currently being used in studies 756 
of and policy considerations relative to climate change. The first, referred to as concentration-757 
based metrics do not directly account for emissions, but instead are based on the forcing or 758 
temperature change over a given time period. The other family of climate metrics are emissions-759 
based, either assuming pulse, sustained or an emissions scenario over time. The following 760 
discussion is aimed at examining the advantages and limitations for each of the major metrics 761 
currently used. Other less used metrics are also discussed, along with the limitations that have 762 
kept them from being widely used and/or accepted. Some early climate metrics (e.g., Rogers and 763 
Stephens, 1988; Fisher et al., 1990) aimed at comparing chlorofluorocarbons and other 764 
halogenated gases are not discussed here. 765 

Concentration-based Climate Change Metrics 766 

The concentration-based metrics are largely different “flavors” of the radiative forcing concept 767 
and its application. Some new approaches (e.g., fixed surface temperature forcing; use of 768 
efficacies) may improve upon the traditional definition but have not yet gained wide acceptance 769 
and also appear at this point to have their own limitations. 770 

Instantaneous radiative forcing 771 

Instantaneous radiative forcing at the top of the atmosphere and/or at the tropopause is the most 772 
straightforward form of radiative forcing to derive because it involves the least amount of effort 773 
and does not account for feedbacks within the climate system. However, it was recognized early 774 
on that when forcings occur in the stratosphere, the temperature responds rapidly locally in order 775 
to restore the radiative balance in the stratosphere (IPCC, 1990; Hansen et al., 1997). This 776 
change in stratospheric climate in turn affects the tropospheric temperature. As a result, 777 
stratospheric adjustment has been adopted universally in the calculation of radiative forcing. 778 
IPCC has adopted the stratospheric-adjusted radiative forcing as the preferred climate metric. 779 
While instantaneous radiative forcing is often reported (e.g., in some cases in the IPCC, 1999, 780 
assessment of aviation), it is not generally used in assessing the potential impacts on climate.  781 

Stratospheric adjusted radiative forcing 782 

The most widely used metric as a proxy for climate change has been globally-averaged annual 783 
mean stratospheric adjusted radiative forcing (RF) at the tropopause (which is the same as the RF 784 
at the top of the atmosphere after stratospheric adjustment.) For this metric, as discussed in the 785 
previous section, globally-averaged annual mean surface temperature is assumed to be equal to 786 
the RF multiplied by a climate sensitivity factor. This method works well for well-mixed 787 
greenhouse gases, solar irradiance, surface albedo, and homogeneously distributed non-788 
absorbing aerosols (IPCC, 2001). However, the linear relationship between RF at the tropopause 789 
and global mean surface temperature may not hold for forcing agents that have a strong response 790 
near the surface but very little response at the top of the atmosphere. This relationship also 791 
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breaks down if the forcing agent is not homogeneously distributed. The classical definition of RF 792 
also applies best for global-mean climate response and does not account for regional climate 793 
change. In addition to the RF, we must also consider the efficiency of a particular forcing agent 794 
in causing climate change. This “efficacy” is not considered in current RF calculations using the 795 
traditional definition of RF. The effects of including efficacies in a revised definition of RF are 796 
provided later. 797 

As a key example of the application of RF to aviation, an update of the IPCC (1999) globally 798 
averaged annual mean RF from aviation for the “current” time period (relative to no aircraft) has 799 
been presented by Sausen et al. (2005). Specifically, the forcing from CO2 was calculated from 800 
the cumulative change in concentration of CO2 from historical operation of the aircraft fleet. The 801 
other forcings were calculated from the steady state change in concentrations of O3, CH4, and 802 
H2O to the 1992 emissions. The forcing from sulphate, soot, contrails and contrail-cirrus also 803 
correspond to steady responses. Figure 2 summarizes their results as well as the findings from 804 
IPCC (1999). In view of the large error bars of IPCC (1999), the RF from CO2, H2O and direct 805 
effect of sulfate aerosols have not changed significantly, apart from the increase in air traffic 806 
from 1992 to 2000. The O3 and CH4 effects are changed due to more recent analyses from 807 
European chemical-transport models. The other major change is found for the direct global RF 808 
from (linear) contrails; the new value is roughly a factor of 3 smaller than IPCC (1999) based on 809 
results from Marquart et al. (2003) and Myhre and Stordal (2001), which were scaled (by fuel 810 
burn) to the year 2000 resulting in 6 mW/m2 and 15 mW/m2, respectively. As indicated in the 811 
bottom part of Figure 2, the overall conclusion from these analyses is that significant 812 
uncertainties still remain in quantifying the impacts of aviation emissions on climate. Except for 813 
carbon dioxide, the understanding of the climate effects from other aviation emissions range 814 
from fair to poor. Note that the RF for direct soot in Figure 2 are based on the atmospheric soot 815 
concentrations, and does not include the soot incorporated into clouds or long-term deposition to 816 
the ground. 817 

Below is a list of strengths and weaknesses associated with the globally averaged annual mean 818 
RF calculations: 819 

Strengths: 820 

• Widely used in many climate assessments, including aviation studies (e.g., IPCC, 1999; 821 
Sausen et al., 2005). 822 

• Forms the basis for evaluation of the emissions-based metric Global Warming Potentials, 823 
which is widely used in climate policy considerations, particular for emissions trading 824 
between different transportation and energy systems. 825 

• Global mean surface temperature change is linearly related to the top of the atmosphere 826 
RF for many forcing agents, especially well-mixed greenhouse gases (Boer and Yu, 827 
2003a; Hansen et al., 1997; IPCC, 1995; Joshi et al., 2003; Rotstayn and Penner, 2001). 828 

• Easy to search parameter space. 829 

• Fast and inexpensive to run using a radiative transfer model (RTM), so a number of 830 
detailed studies can be done and many factors can be considered. 831 

• Much less concern about climate variability and model noise in RTMs than the complex 832 
global climate models, so smaller forcings can be considered. 833 



1/25/08 

 22 

• Easy to compare effects of different forcing agents, assuming the climate sensitivity is the 834 
same. 835 

• Relatively easy to compare different models. 836 

• Benchmarks relative to highly accurate line-by-line RF values exist for many gases. 837 

• Observation-based estimates of radiative balance provide constraints to the RF values. 838 

Limitations: 839 

• Does not account for the lifetime expected for the forcing agent or the temporal response 840 
after the perturbation is initiated. Generally based on a “snapshot” atmospheric 841 
perturbation over a given time period. 842 

• Difficult to determine RF from indirect changes using simple models.  843 

• Difficult to interpret relative RFs for direct and indirect effects from gases and particles 844 
having short atmospheric lifetimes and inhomogeneous distributions. 845 

• No hydrological response information is included. 846 

• Light-absorbing aerosols are not fully treated (indirect aerosol effect and semi-direct 847 
effect). 848 

• Does not characterize the regional responses. 849 

• Non-linear response from large perturbations or perturbations that are not well mixed 850 
may not be accurate. 851 

• RF comparisons depend on climate sensitivity, which is not well understood. 852 

• Models show that climate sensitivity is not the same for aerosols and ozone as it is for 853 
CO2 (Cook and Highwood, 2004; Hansen et al., 1997; Hansen et al., 2005).  854 

• Models show that changes in ozone in the upper troposphere and lower stratosphere don’t 855 
have the same climate sensitivity and that they are also different from the climate 856 
sensitivity for CO2 (Joshi et al., 2003; Stuber et al., 2001). 857 

• Does not consider dynamic feedback. 858 

• Does not characterize non-RFs on climate (e.g., land use changes). 859 

• Assumption of a constant, linear relationship between RF at the top of the atmosphere 860 
and global mean surface temperature. 861 

• Requires a tropopause height. 862 

• RF is sensitive to the choice of tropopause height (Forster et al., 1997; Myhre and Stordal, 863 
1997; Freckleton et al., 1998). 864 

Radiative Forcing Index (RFI) 865 

The Radiative Forcing Index (RFI) was introduced in IPCC (1999) -- it is defined as the ratio of 866 
total RF to that from CO2 emissions alone. In FRI, total RF induced by aircraft is the sum of all 867 
forcings, including direct emissions (e.g., CO2, soot) and indirect atmospheric responses (e.g., 868 
CH4, O3, sulfate, contrails). RFI is intended to be a measure of the importance of aircraft-induced 869 
climate change other than that from the release of fossil carbon alone. However, it does not take 870 
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into account the relative time scales of the climate effects or the atmospheric lifetimes of the 871 
direct and indirect effects on climate resulting from emissions of the gases and particles (Forster 872 
et al., 2006). Because of this, the simple sum of individual forcings used in deriving the total RF 873 
can lead to misinterpretation in policy considerations using the single value of the RFI as the 874 
basis for policy. 875 

RFI as a climate metric has undergone much criticism since it was proposed. One major concern 876 
is that RFI is actually not an intrinsically fixed number (Wit et al., 2005). It is entirely dependent 877 
upon either the actual history of the emission or the assumed future scenario, or alternatively, 878 
background concentration of CO2. Wit et al. (2005) and Lee and Wit (2006) show that the RFI 879 
will decrease over time even though the aviation emissions were held constant from year 2000 880 
onwards. This is because CO2 would assume a more and more important role as the time 881 
growing due to its long lifetime. 882 

Global-mean radiative forcing at the surface 883 

For forcing agents that change the vertical distribution of heat in the atmosphere, the RF at the 884 
tropopause may not be directly related to surface temperature change. One example of this is 885 
forcing due to absorbing aerosols, which have a large impact on RF near the surface but very 886 
little effect on the tropopause-level RF. Global-mean RF can also be calculated at the surface. 887 
Ramaswamy et al. (2001) and Menon et al. (2002a) suggest that this may be a more appropriate 888 
metric. If the RF at the tropopause and the surface are compared then we have an idea of how the 889 
lapse rate has changed and we may be able to account for some indirect changes like cloud 890 
response, precipitation and vertical mixing changes. This approach still does not account for 891 
regional climate change, nor does it consider the lifetime of forcing agents. This approach also 892 
does not account for dynamic and thermodynamic feedback, but by comparing the tropopause 893 
and surface RF values, we may get a sense of how strongly the dynamic and thermodynamic 894 
feedbacks could influence climate change. This may lead to an estimate of how much confidence 895 
we have in the resulting RF and whether we need to go to a more inclusive climate change, like a 896 
full GCM output. Sokolov (2006) suggests calculating a surface climate sensitivity and an 897 
atmospheric climate sensitivity, then using these values to modify the stratospheric adjusted RF.  898 

Some of the strengths and limitations of the global mean RF at the surface are: 899 

Strengths  900 

• Gives surface energy budget information. 901 

• By comparing surface RF with tropopause RF, we may get an idea of how strongly 902 
dynamic and thermodynamic feedback will influence climate change. 903 

• Accounts for forcing agents that strongly influence the surface temperature, but 904 
minimally affect the RF at the tropopause. 905 

• Easy and fast. 906 

Limitations 907 

• Has most of the same limitations as the traditional stratospheric adjusted RF definition. 908 

• No dynamic or thermodynamic feedback 909 
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• Surface RF values have not been tested adequately in climate models to determine the 910 
climate sensitivity, or even if the surface RF can be directly related to surface 911 
temperature change 912 

Fixed sea surface temperature forcing / Fixed surface temperature forcing 913 

Hansen et al. (2002) developed the concept of fixed sea surface temperature (SST) forcing. This 914 
metric measures the RF at the top of the atmosphere as computed in a global climate model by 915 
holding the sea surface temperature (SST) constant and allowing tropospheric and stratospheric 916 
temperatures to reach a new equilibrium. This method has many of the same limitations as the 917 
stratospheric adjusted RF metric, but allows the inclusion of the direct and semi-direct aerosol 918 
effects within a GCM. This method still does not quantify the regional climate impacts, but it 919 
seems to have a more constant climate sensitivity parameter than stratospheric RF (Hansen et al., 920 
2005). Because it depends on the use of a complete climate model, it is much more 921 
computationally intensive than the use of a RTM to calculate the traditional RF. 922 

Shine et al. (2003) extended this idea by setting both the land and ocean temperatures constant 923 
and allowing the atmosphere to adjust. Their new forcing is called the "(global-mean) adjusted 924 
troposphere and stratosphere forcing". The Reading Intermediate GCM (IGCM) is used to 925 
illustrate the performance of this forcing. The calculations presented are based mainly on model 926 
integrations from a study of the semi-direct aerosol forcing by Cook and Highwood (2004) 927 
which used 2 m mixed layer ocean to speed the approach to equilibrium. Two additional 928 
calculations examining the impact of ozone changes are presented in Joshi et al. (2003), using a 929 
25 m mixed layer ocean. The results presented were rescaled so the two sets of results have the 930 
same climate sensitivity parameter for increases in carbon dioxide concentration. RF is 931 
calculated using a 5-year integration of the model with spatially varying sea and land surface 932 
temperatures taken from a monthly mean, annually-repeating observed climatology. The global-933 
mean equilibrium surface temperature response is calculated from the temperature change using 934 
the mixed-layer ocean after 30 years. Shine et al. (2003) shows an intercomparison of RF results 935 
and "fixed sea surface temperature forcing" (Hansen et al., 2002) for several forcing agents, as 936 
well as "stratospheric adjusted RF". The results show that the new forcing is a good predictor of 937 
the IGCM's surface temperature change for all of the forcing agents considered. 938 

Hansen et al. (2005) further tested these metrics and determined that the fixed surface 939 
temperature metric yields a climate sensitivity factor that is closer to 1.0 than stratospheric 940 
adjusted RF for aircraft-related scenarios, such as: stratospheric water vapor, tropospheric and 941 
stratospheric ozone, and indirect aerosol effects. The “fixed sea surface temperature” and “fixed 942 
surface temperature” metrics require the use of a GCM. As discussed earlier, GCMs typically 943 
cannot differentiate the aircraft forcing signature from model noise (Hansen et al., 2005 tested 10 944 
times present day contrail coverage). The results from aircraft studies still need to be tested 945 
further. One way to do this is to scale the aircraft forcing effect so that it is larger than model 946 
noise, but then the question is whether such studies would distort the actual effect of aviation on 947 
climate. Studies need to be done to determine if these scaled forcings still lie within the linear 948 
forcing-response regime. 949 

Some of the strengths and limitations of the Hansen et al (2002) and Shine et al. (2003) 950 
approaches are: 951 

Strengths 952 
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• Although this metric does require the use of a GCM, relatively short integrations are 953 
needed because the sea surface temperature is not allowed to vary. Nonetheless, this 954 
metric is much more computationally intensive than RTM-based metric calculations. 955 

• Existing studies suggest these metrics are more accurate than other RF approaches. 956 

• Includes the direct and semi-direct aerosol effects. 957 

• RF can be calculated at any altitude. 958 

• Fast atmospheric feedback is used to simulate climate change. 959 

• Allows some dynamic and thermodynamic feedback as the atmosphere “relaxes” to a 960 
new equilibrium. 961 

• Does not require the tropopause height to be explicitly declared. 962 

Limitations 963 

• Computationally more intensive than RTM-based metric calculations. 964 

• Requires the use of a GCM, and thus is subject to uncertainties inherent in climate 965 
models, e.g., treatment of clouds. 966 

• Use of a GCM makes it difficult to determine the aviation signature on climate relative to 967 
the model noise. 968 

• Still subject to most of the limitations of the stratospheric adjusted RF approach. 969 

• Much more difficult to compare between models. 970 

• Does not consider non-radiative forcings. 971 

• Does not fully account for lifetime of forcing agents because the results are still steady-972 
state. 973 

• Climate sensitivity parameter is not constant, though it is less variable than the climate 974 
sensitivity parameter for stratospheric adjusted RF. 975 

• Not simple or fast. 976 

Time-varying radiative forcing  977 

Time–varying radiative forcing or radiative forcing time series has been used for natural forcing 978 
like solar flux variations for some time. Time-varying radiative forcing could be either a 979 
concentration-based or an emissions-based metric. As a concentration-based metric, it could be 980 
derived for a given scenario of changing concentrations and other forcing agents over time. As 981 
an emissions-based metric, it could be based on a pulse of emissions, sustained emissions, or a 982 
scenario of emissions over a given time period. 983 

Although it is much more difficult to determine time-varying RF for ozone and aerosols because 984 
of the necessity to account for the past emissions, transport, chemistry and other processes 985 
affecting the concentration of constituents, there have been several attempts at this. For example, 986 
IPCC (2001), Myhre et al. (2001), and Hansen et al. (2002) provide time histories for RF. Time-987 
varying RF has also been applied to aviation, for example, in IPCC (1999) and more recently at a 988 
presentation by MIT’s Ian Waitz at the AIAA/AAAF Aircraft Noise and Emissions Reduction 989 
Symposium.  990 
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As applied by Waitz, this metric would calculate RF due to aircraft emissions as the emissions 991 
are emitted. RF is calculated for a time period, X, based on the emissions during that time period. 992 
The RF is then calculated at time X+dX using the emissions in time dX plus the emissions 993 
remaining in the atmosphere that were emitted at time X. This process would continue to yield a 994 
time-varying RF based on the time-varying emissions and the removal rate of previously emitted 995 
constituents. This approach has not been applied to specific scenarios for aviation emissions at 996 
this point. Essentially, this approach involves derivation of a time-dependent snapshot of RF that 997 
depends on the given assumptions of emissions. 998 

In order to do this correctly, the adjustment time of the ocean-atmosphere system needs to be 999 
taken into account. The RF that will determine temperature for any given time would be a 1000 
weighted average of the RFs during the previous years. It is not clear that this time-varying RF 1001 
metric would yield different results than the stratospheric adjusted RF calculations using steady-1002 
state species concentrations, but it does have the benefit of explicitly considering short-lived 1003 
species. 1004 

Some of the strengths and limitations of the time-varying RF approach are: 1005 

Strengths 1006 

• Easy to understand concept, but not necessarily easy to calculate. 1007 

• RF can be calculated at any time. 1008 

• Lifetime of the species can be explicitly considered in the calculations. As such, it could 1009 
be considered to be an emissions-based metric. However, applications to this point have 1010 
basically used observed changes in the forcing agents. The Waitz approach, if applied, 1011 
would be an emissions-based metric. 1012 

Limitations 1013 

• Depending on how derived (RTM vs. climate model), it still subject to many of the 1014 
limitations of the previously discussed RF approaches. 1015 

• As applied using observed changes in forcing agents, this metric really has not caught on 1016 
and remains little used. 1017 

• Indirect effects require special consideration before can be considered. 1018 

• More computationally intensive than stratospheric adjusted RF calculation using a 1019 
column model. 1020 

• No dynamic or thermodynamic feedback. 1021 

• Computationally more intensive than stratospheric adjusted RF. 1022 

• If column model RFs are used then this method still requires a declared tropopause height. 1023 

• Much more difficult to compare between models. 1024 

• Does not consider non-radiative forcings. 1025 

• Climate sensitivity parameter is unclear. Climate model studies would have to be done to 1026 
determine how the RF calculated in this way are related to surface temperature change. 1027 

Equivalent (or efficacy-corrected) radiative forcing 1028 
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Of all the problems associated with RF (in all its flavors), the most serious limitation may come 1029 
from the fact that not all forcing agents cause the same climate impact (for the discussion here, 1030 
change in globally averaged surface temperature) for a given change in radiative flux. This 1031 
means that RF from one cause cannot be compared to RF from another cause easily. One way to 1032 
get around this problem is to define an “equivalent” RF where the forcing is weighted by its 1033 
climate sensitivity. This additional multiplier term is called “efficacy”. 1034 

The equivalent RF metric appears to be becoming the new standard as a concentration-based 1035 
metric for climate change. The equivalent RF is defined as the efficacy (climate sensitivity of the 1036 
particular forcing agent divided by the climate sensitivity of CO2) multiplied by the RF. The 1037 
stratospheric adjusted RF is the most logical RF parameter to use because it does not require a 1038 
GCM to calculate it. 1039 

Since aircraft forcing signals get lost in GCM noise, a metric that does not require the continual 1040 
use of a GCM is highly desirable. As a result, for analyses of the effects of changes in aviation 1041 
effects on the atmosphere over a given time, when a concentration-based approach is useful, the 1042 
equivalent RF metric is likely the best choice.  1043 

However, while this approach is certainly a significant improvement over the standard RF 1044 
definitions, it still has a major problem, namely the accurate determination of the efficacy factors. 1045 
Determining the climate sensitivity to various forcing agents is the hard part and requires the use 1046 
of a GCM. As the spatial distribution of emissions change over time or the background 1047 
atmosphere changes, there is also the question of whether the efficacy has to calculated all over 1048 
again. So far, the literature has not really addressed this question. For aviation, there remains the 1049 
problem of signal to noise ratio, adding further to the potential uncertainties associated with 1050 
using efficacies. All we can really say at this point is the use of efficacies are likely to be more 1051 
meaningful than the traditional RF approaches. 1052 

Appendix A provides a discussion of currently available evaluations of efficacy factors. Existing 1053 
efficacies, in general, have limited usefulness for application to aviation even though some 1054 
scientists are adapting results from Hansen et al. (2005) for that purpose. The problem is that 1055 
either the efficacies have been based on idealized changes in the distribution of a constituent or 1056 
they have been based on only a single model that may or may not have wide spread applicability.  1057 

Some of the strengths and limitations of equivalent RF approach are: 1058 

Strengths 1059 

• Easy to understand concept. 1060 

• If efficacy factors can be accurately determined, then it is easy to calculate. 1061 

• Indirect effects can be considered through efficacy values, but not explicitly. 1062 

• Equivalence is determined in a way that is widely accepted. 1063 

Limitations 1064 

• Lifetime of forcing agents is not directly considered. Perhaps an efficiency factor could 1065 
be used to scale a response depending on its lifetime, but at this point there has been no 1066 
attempt to do so. 1067 

• Most of the limitations of stratospheric adjusted RF also apply to equivalent RF 1068 
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• Requires a spatially-varying tropopause height location. 1069 

Emissions-Based Climate Change Metrics 1070 

These metrics all begin with emissions as their starting point. Many policy analyses are aimed at 1071 
controlling emissions or examining tradeoffs relative to emissions – as a result, those types of 1072 
analyses require emissions-based metrics. 1073 

Time-Dependent Radiative Forcing 1074 

When applied in terms of the emissions instead of just observed or modeled concentration 1075 
changes, the time-dependent RF metric can be an emissions-based metric. The analysis can 1076 
assume either a pulse, sustained, or a time-dependent scenario of emissions. 1077 

Time-dependent RF can account for the atmospheric lifetime of the emissions and can evaluate 1078 
indirect effects as well as the direct effects of the emissions being considered. As with some of 1079 
the other metrics, because of nonlinearities in atmospheric chemical and climate processes, RF 1080 
can also depends on the initial conditions assumed and on the history of all emissions. Like other 1081 
metrics, this metric is strongly dependent on the model of chemical and physical processes used 1082 
for analyzing short-lived gases, particles, contrails and cirrus. It is also less simple and less 1083 
transparent than other metrics. Efficacies can be used with metric (as they can with any metric 1084 
using RF) towards creating an improved equivalence across different types of emissions.  1085 

Stevenson et al. (2004) uses pulse emissions and resulting RF to examine the effects of aviation 1086 
NOx emissions on ozone and methane. With this approach, they are able to clearly show the 1087 
effects of atmospheric lifetimes on the resulting RF with time. In general however, time-1088 
dependent RF is not commonly used. One of the difficulties with it as a metric is how to interpret 1089 
time-dependent RF relative to the time-dependence of the resulting climate response. As pointed 1090 
out by Shindell et al. (2005), the resulting climate effects of using emissions rather than 1091 
concentration perturbations are quite different. 1092 

Global Warming Potentials (GWPs) 1093 

The concept of GWPs as generally used was developed for the first IPCC assessment (IPCC, 1094 
1990) by Wuebbles, Rodhe and Derwent (growing out of previous development of the Ozone 1095 
Depletion Potential concept and alternative concepts for GWP-like metrics proposed by Lashof 1096 
and Ahuja (1990), Rodhe (1990), Wuebbles (1989), and others). This concept has been 1097 
extensively utilized, discussed, and criticized ever since (e.g., see discussions in other IPCC 1098 
assessments). Despite all of the criticisms of its limitations (e.g., Wuebbles, 1995; Wuebbles et 1099 
al., 1995; Smith and Wigley, 2000a, b; Fuglestvedt et al., 2000; Godal and Fuglestvedt, 2002), it 1100 
remains the most popular emissions-based metric and it is likely that it will be used into the 1101 
foreseeable future. GWPs have been adopted as an instrument for the Kyoto Protocol of the 1102 
United Nations Framework Convention on Climate Change (UNFCCC). Lashof and Ahuja (1990) 1103 
developed a similar, but somewhat different concept that uses steady-state calculations (which 1104 
unfortunately do not apply readily to CO2 because of its complex decay function). 1105 

Global Warming Potentials (GWPs) provide a means of quantifying relative potential integrated 1106 
forcing on climate from emissions of various greenhouse gases. In the international assessments, 1107 
GWPs have been defined as the time-integrated RF from the instantaneous release of a unit mass 1108 
of a gas expressed relative to that of the same mass of the reference gas, generally taken as 1109 
carbon dioxide, the gas of most current concern to climate change. Thus, the concept of GWPs is 1110 
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an index to estimate the relative impact of emission of a fixed amount of one greenhouse gas 1111 
compared to another for the globally averaged RF over a specified time scale. GWPs provide a 1112 
better measure of the relative greenhouse impacts than RF alone as they help differentiate 1113 
between gases that would reside in the atmosphere for vastly different amount of time, from days 1114 
to, in some case, many centuries. The GWP concept is based on the science of greenhouse gas 1115 
effects, but does not include climatic or biospheric feedbacks nor consider resulting impacts on 1116 
the environment. GWPs have generally been applied to gases that are well mixed in the 1117 
atmosphere, but they can be applied to short-lived gas emissions as well. Although it has not 1118 
been done at this time, efficacies could be applied in the radiative forcing values used. 1119 

GWPs are calculated from the RF as follows:  1120 
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where H is the time horizon over which a forcing is integrated, RF is the RF for a particular 1122 
forcing agent (i) or CO2, and c is the remaining abundance of a particular forcing agent (i) or 1123 
CO2 after a time-decaying pulse emission. AGWP (discussed as a separate metric below) is the 1124 
Absolute Global Warming Potential for a particular forcing agent (i) or CO2. The climate 1125 
sensitivity is assumed to be equal for both the numerator and denominator and therefore cancels 1126 
out. (This assumption can easily be modified to account for different climate sensitivities of 1127 
different forcings, but the traditional GWP definition assumes the same sensitivity factor.) 1128 
Uncertainties in GWPs depend on uncertainties in RF per unit molecule and the lifetime of a 1129 
particular forcing agent. Efficacies can be also incorporated as a multiplier on the RF – this 1130 
modified approach is likely better for emissions (e.g., aviation) that are short-lived enough so as 1131 
to not result in well-mixed forcings on climate. 1132 

GWPs allow the direct comparison of integrated forcing for any forcing agent and the forcing 1133 
due to CO2. The basis for this is that CO2 is the greenhouse gas of primary concern to climate 1134 
change. While GWPs are relatively simple to derive for long-lived well-mixed gases, they are 1135 
more difficult to derive for short-lived gases with indirect effects, e.g., like NOx emissions on 1136 
ozone and methane. GWPs have a high degree of transparency in the methodology compared to 1137 
other emissions-based metrics, which allows other scientists to easily verify calculations and 1138 
policy makers to easily compare different forcing agents. 1139 

Unlike Ozone Depletion Potentials (ODPs), the metric used in the Montreal Protocol and other 1140 
stratospheric ozone policy that can be calculated to steady-state it is not possible to integrate the 1141 
AGWP for CO2 to steady-state. Because of the complexity of the carbon cycle, the decay of 1142 
atmospheric carbon dioxide is a complex function that generally is represented as the sum of a 1143 
series of exponential removal terms. For this reason, GWPs are usually determined for select 1144 
integration times. However, these integration times are arbitrary. 1145 

IPCC assessments have adopted multiple time horizons for the integration, generally 20, 100, 1146 
and 500 years, reflecting that specific questions being addressed might need to consider different 1147 
time horizons (e.g., what has the largest impact in the near term? in the long term?). Of these 1148 
time horizons, the most discussed in policy considerations has been a time horizon of 100 years. 1149 
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For example, the U.S. EPA has adopted the 100-year time horizon in its uses of GWPs for 1150 
emissions trading. Policymakers tend to prefer having one value of a metric per forcing, not the 1151 
range of values for different integration periods. 1152 

O’Neill (2000) uses a short time horizon and keeps track of the impact of current and future 1153 
emissions on future RF and assigns responsibility for that forcing to a particular species. This 1154 
method accounts for different lifetimes of different species, but it is computationally much more 1155 
intensive. Smith and Wigley (2000a) found that GWPs used for short-time horizons were 1156 
reasonably accurate, but accuracy declined as time horizon increased. Smith and Wigley (2000b) 1157 
determined that the impulse-response function did not accurately capture the relationship 1158 
between emissions and climate response due to RF (perhaps correctable by the use of efficacies). 1159 

Manne and Richels (2001) criticize the use of 100-year GWPs because it is not a time variant 1160 
metric and therefore cannot account for fixed targets, like a given temperatures or amount of 1161 
damages. However, time-dependent GWPs without a fixed time horizon would satisfy the 1162 
objectives they present. The GTP concept would also satisfy their analyses (Shine et al., 2007). 1163 

Like the ODP concept for gases affecting ozone, the original GWP concept developed for IPCC 1164 
was primarily aimed at comparing the relative potential effects of different gases. The GWP 1165 
metric represents the accumulated RF over a certain period of time and was never intended to 1166 
represent equivalent climate impacts and is not a very useful tool for evaluating future climate 1167 
development.  1168 

For aviation, IPCC (1999) suggests that the flaws in the basic definition of GWPs may make it 1169 
questionable to use them in addressing aviation emissions. For example, the formation of 1170 
contrails is not only dependent on emissions of water vapor but also on atmospheric conditions 1171 
being suitable for ice formation. IPCC (1999) also based their statement on the NOx effect on 1172 
ozone not only depending on the amount of NOx emitted but also when and where it is emitted. 1173 
It is possible that including efficacies into the RF analyses may be able to correct for this 1174 
problem for a given fleet and assumed operations.  1175 

Although they are traditionally based on pulse emissions, GWPs can also be defined in terms of 1176 
sustained emissions (e.g., Harvey, 1993; Shine et al., 2005b; Berntsen et al., 2005). Berntsen et al. 1177 
(2005) also allow for the climate sensitivity factor to depend on the type of perturbation thus 1178 
allowing for the use of efficacies. For surface NOx emissions, Shine et al. (2005b) find little 1179 
difference in the resulting GWPs, but Berntsen et al. (2005) find a significant effect when 1180 
efficacies are included. 1181 

Some of the important strengths and limitations of the GWP approach are: 1182 

Strengths 1183 

• Easy to understand concept and easy to calculate. 1184 

• Successful at transforming various gases to a common unit (CO2 equivalent). 1185 

• Performs a time integration of the RF to project climate change to some future time. 1186 

• Can possibly be modified to include equivalent forcing using efficacies. 1187 

• Widely used in existing policy. 1188 

Limitations 1189 
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• Only considers effects for which RFs are calculated. 1190 

• Does not evaluate the temperature change or the time evolution of temperature change. 1191 

• Not clear what time integration of radiative forcing means. 1192 

• Comparison of short-lived or inhomogeneous forcings is difficult (like all existing 1193 
metrics). 1194 

• All of the limitations inherent in RF are also limitations for GWPs except that 1195 
atmospheric lifetime is fully accounted for. 1196 

• Characterization of the impact of a gas is not robust with respect to the climate impact. 1197 
For example, difficult to account for contrail formation using GWP approach. 1198 

• Primarily because of rapid improvements in the understanding of the carbon cycle, GWP 1199 
values have changed essentially each IPCC assessment, leading to criticism from users 1200 
who want stable metrics. 1201 

• Difficult to know what an appropriate time horizon should be, although the 100-year 1202 
horizon has become the standard. 1203 

• Not applicable in traditional configuration (fixed integration period integration) for fixed 1204 
target policy analyses. 1205 

Absolute Global Warming Potentials (AGWPs) 1206 

Absolute GWPs (AGWPs) as defined under the GWPs section (the numerator and denominator 1207 
terms in GWPs) can have advantages for certain applications because they are not dependent on 1208 
comparisons with CO2. Comparison with CO2 may not always be desired, e.g., comparisons of 1209 
NOx emissions effects from aviation relative to NOx emissions from ground-based 1210 
transportation systems. 1211 

AGWPs may have more associated uncertainties than GWPs because it is generally assumed that 1212 
GWPs cancel out uncertainties about the climate sensitivity between the numerator and 1213 
denominator. AGWPs have been determined for various greenhouse gases, but this metric is not 1214 
commonly used. 1215 

Global Temperature Potentials (GTPs) 1216 

Global Temperature Potentials (GTPs) was proposed by Shine et al. (2005a) as an alternative to 1217 
the GWP climate metric. Similar integrated temperature approaches had previously been 1218 
proposed (e.g., Rotmans and Elzen, 1992) but did not gain wide acceptance. 1219 

GTP gives the global temperature change as a function of time rather than that integrated over a 1220 
certain time. GTP starts out in much the same way as RF, but instead of assuming a steady-state 1221 
solution, GTP looks at the time evolution of the solution. Following Shine et al., GTP can be 1222 
defined either for pulse (GTPp) or for sustained (GTPs) emissions. GTPs may also be applicable 1223 
to emission scenarios but have not been evaluated. 1224 

GTP assumes that the global mean surface temperature is given by: 1225 
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which has the general solution: 1227 
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where the exponential is an impulse response function to a forcing at some initial time t’, t is 1229 
some time in the future, T is the change in temperature as a function of time, F is the change 1230 

in RF, C is the heat capacity of the mixed-layer ocean and  is the (assumed) climate sensitivity. 1231 

Thermal inertia is represented by an ocean mixed-layer heat capacity, so the climate system has a 1232 
single time constant, rather than a slow time constant (ocean) and a fast time constant (land). The 1233 
concentration change over time, given a known time-independent increase (or decrease) in 1234 
concentration (S) of forcing agent, is given by: 1235 

=
t

St exp1)( . 1236 

Assuming the forcing (F) is given by X(t), AGTPs (absolute GTP for a sustained emission 1237 

change) at a particular time for a forcing x is given by: 1238 
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where  is the time constant for removal of the gas x, A is the RF for a 1 kg change in 1240 

concentration of gas x, C is the heat capacity of the mixed-layer ocean, and  is the time constant 1241 

( C) for the climate system. The AGTPs for CO2 is more complicated because it has a more 1242 

complex response function. Finally, time changing GTP for a forcing agent, x, is the ratio of 1243 
AGTP for x divided by AGTP for CO2 and given by: 1244 

)(

)(
)(

2
tAGTP

tAGTP
tGTP

CO

S

x

Sx

S
= . 1245 

Like GWPs, GTP is a relative change as compared to a known forcing due to CO2. GTP moves 1246 
one more step down the chain of events from forcing to temperature change caused by the 1247 
forcing. AGWPs give the integral of a decaying pulse, while AGTPs give an exponential 1248 
approach to an asymptotic temperature change due to either a decaying pulse or a sustained 1249 
emission. GTP could be considered to be better than GWP because it calculates a temperature 1250 
change over time, which is a clearer physical meaning. However, Shine at al. (2005a) found that 1251 
the pulse emission effects compared poorly with an energy balance model and therefore may not 1252 
be the metric of choice (more analysis needed however). The sustained emissions approach gives 1253 
much better results, but then one has to assume sustained emissions. GTP still requires a climate 1254 
sensitivity parameter, but this climate sensitivity is in the numerator and denominator so the 1255 
effect of unknown sensitivity cancels out assuming the sensitivity is the same for the perturbation 1256 
and reference forcing agent. (This assumption has come into question in recent studies, so GTP 1257 
has the same problem in its traditional conception as GWP and RF.). One major benefit of GTP 1258 
is that it can be used for short-lived gases because it better accounts for variations is forcing 1259 
strength and lifetime of the gas. 1260 

Major strengths and limitations of the GTP approach include: 1261 
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Strengths 1262 

• Relatively simple and transparent. 1263 

• Requires few input variables. 1264 

• Allows calculation of time-dependent change in temperature (not RF), which GWP does 1265 
not. 1266 

Limitations 1267 

• May be limited to sustained emissions applications, but more studies of pulse emission 1268 
effects are needed. 1269 

• Depends on the numerical value of climate sensitivity, which is not well known.  1270 

• No clear choice for how to define equivalence (could inclusion of efficacies help this?). 1271 

• Like GWPs and other emissions-based metrics, difficult to include non-emission related 1272 
effects, like those occurring with the formation of contrails. 1273 

Global Temperature Index (GTI) 1274 

Akin to RFI but using pulse-based GTPs as the basis, this index was proposed by Lee and Wit 1275 
(2006) as perhaps being a better approach for trading schemes. However, this index is totally 1276 
untested and requires much more evaluation. 1277 

Linearized Temperature Response (LTR) 1278 

Using carbon cycle and climate models, linearized response functions have been developed in 1279 
various research studies (e.g., Hasselmann et al., 1993, 1997; Hooss et al., 2001; Joos et al., 2001) 1280 
as a way of deriving CO2 from emissions and temperature changes without using a full climate 1281 
model in further studies, mostly for examining effects of projections of future CO2 emissions. 1282 
Studies to determine these response functions have typically included a year of emissions of CO2 1283 
treated as a pulse emission. In the past, such studies typically have not included emissions of 1284 
short-lived emissions. 1285 

Sausen and Schumann (2000) use a combination of linearized response models in analyses of the 1286 
effects of carbon dioxide and ozone (from NOx) emissions from current aircraft on surface 1287 
temperature and on sea level. For the carbon cycle, they use linearized functions determined 1288 
from the analyses of Hasselmann et al. (1997). RF is then derived using simple expressions from 1289 
the literature (a logarithm function for CO2). Finally, temperature change is derived using the 1290 
response functions from Hasselmann et al. (1993, 1997) (with a climate sensitivity factor based 1291 
on studies by Ponater and colleagues). The study by Sausen and Schumann (2000) found that, 1292 
even though the RFs from CO2 and from NOx were comparable, the aircraft-induced ozone 1293 
increase causes a larger temperature change than the CO2 forcing. Although regional climate 1294 
effects are not considered, they note that regional effects may be larger than the global mean 1295 
responses. 1296 

Lee and Sausen (2004) use the climate response model of Sausen and Schumann (2000) for a 1297 
similar study except that they base the climate sensitivity factor on IPCC (2001). Like Sausen 1298 
and Schumann (2000), they found a larger temperature response from ozone relative to CO2 than 1299 
would have been expected based on the RFs. However, they also recognize that this conclusion 1300 
is highly dependent on the equilibrium response temperature function used and recommend that 1301 
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analyses from coupled climate (GCMs) and chemistry-transport models (CTMs) are needed to 1302 
better understand the ozone temperature response.  1303 

Marais et al. (2007) and the companion report by Mahashabde et al. (2007) have adapted the 1304 
concept of linearized temperature response (LTR) functions to the evaluation of the climate 1305 
impacts from aviation. This APMT (Aviation environmental Portfolio Management Tool) 1306 
modeling system has been developed for the U.S. Federal Aviation Administration. They 1307 
likewise borrow from the approach of Sausen and Schumann (2000), but then build upon it.  1308 

Like earlier studies, the APMT model conceptualizes a year of aviation emissions as a pulse 1309 
emission. They use published linearized response functions of the carbon cycle for CO2 1310 
(Hasselmann et al., 1993, 1997; Hooss et al., 2001) and the response functions from the very 1311 
simple Bern carbon cycle model (Joos et al., 2001). It should be noted that all of these response 1312 
functions, including the Bern model, are all based on earlier versions of the ECHAM model, 1313 
versions of this model that are generally recognized as being well out of date of the current state-1314 
of-the-art. For determining the CO2 climate impact, they follow the approach of Hasselmann et al. 1315 
(1997) and base the linearized temperature response functions on the earlier versions of the 1316 
ECHAM model (Hasselmann et al., 1993, 1997; Hooss et al., 2001; Cubasch et al., 1992). They 1317 
also use the simple energy balance model of Shine et al. (2005) with a fixed climate sensitivity 1318 
value. Although they recognize this approach has “lower fidelity than the impulse response 1319 
functions derived from the more complex (climate) models”, they also recognize that the other 1320 
functions were based on papers from out-of-date climate models.  1321 

The RF (normalized to RF for the doubling of CO2 relative to the preindustrial atmosphere, as 1322 
generally used in deriving the linearized temperature response functions) times the resulting 1323 
concentrations using these functions are then integrated with a given linearized temperature 1324 
response function to determine the change in globally averaged temperature. Uncertainties in the 1325 
climate sensitivity are accounted for via a scaling of the sensitivity of the model used for the 1326 
linearized temperature response function derivation through the use of a simple energy balance 1327 
model. 1328 

For short-lived emissions, they scale the normalized RF for different climate responses relative 1329 
to CO2 (much like Sausen and Schumann, 2000). Except for the methane and resulting ozone 1330 
effect, all effects are assumed to only last for a period no more than the one year of the emissions. 1331 
Efficacies are used in this scaling (based on either a value of one or values from Hansen et al., 1332 
2005). For ozone and methane effects, the emissions index is proportional to the NOx inventory. 1333 
For all other impacts, the emissions index is proportional to the fuel burn. 1334 

Another new model, mentioned in Wit et al. (2005) uses a very similar approach developed by 1335 
L.L. Lim, D. Lee, and R. Sausen (unpublished except for Wit et al. and one page on the 1336 
Manchester Metropolitan University website under the Centre for Air Transport and the 1337 
Environment). There are some other, more minor differences in the two approaches, but not 1338 
enough is known to discuss this model in detail at this time.  1339 

All of the LTR metrics discussed so far represent the climate system through global-mean 1340 
surface temperature, which may be misleading for the effects resulting from emissions of NOx 1341 
(e.g., due to similar responses in each hemisphere for the methane effects but different 1342 
hemispheric responses in ozone) and perhaps for the resulting effects from aerosols and contrails. 1343 
However, other simple metrics generally have not addressed this issue either. 1344 
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A related but somewhat different approach is proposed by Grewe and Stenke (2007). Although 1345 
their temperature response is based exactly on that used by Sausen and Schumann (2000), the 1346 
rest of their model is very different. Their assessment tool is called AirClim. For CO2, they 1347 
assume a constant 100-year lifetime, an overly simplified representation of the complex decay 1348 
function for CO2. On the other hand, their treatment of the RF for CO2 and the other emissions 1349 
from aircraft, as well as their residence times, includes representation of altitude and regional 1350 
effects not considered as fully, if at all, in other metrics. Basically, they use a coupled climate-1351 
chemistry model (based on a recent version of ECHAM), to derive factors for 4 latitude regions 1352 
and for 6 pressure (altitude) levels. This paper focuses on determining the effects from an 1353 
assumed fleet of supersonic aircraft but the approach used should be expandable to subsonic 1354 
aircraft. At this point, the modeling approach developed by Grewe and Stenke (2007) appears 1355 
promising, but largely untested. More evaluation is required. In addition the treatment of the 1356 
temperature response function needs to be upgraded (based on state-of-the-art climate model or 1357 
models) and the carbon cycle complexity needs to be better accounted for.  1358 

While it could be argued that the simplified LTR models are not classic metrics in the way that 1359 
radiative forcing or GWPs are metrics, the ability to greatly simplify the complexity of 1360 
determining climate impacts from aviation or emissions from other transportation sectors could 1361 
be a very useful tool to policy analysis and, as such, are a metric. By developing parametric 1362 
models based on the results from much more sophisticated climate, carbon and chemistry models, 1363 
the LTR approaches discussed here represent a pathway towards a potentially powerful 1364 
capability that allows for extensive analyses of aviation and other climate forcings and 1365 
evaluation of uncertainties. This new approach to a metric has not been adequately tested at this 1366 
time, but the approach is certainly promising. A key problem with the existing models though is 1367 
that they are all largely dependent on out-of-date linearized response functions developed from 1368 
older versions of carbon cycle and climate models. The one exception may be APMT, which also 1369 
uses a simplified energy balance climate model (from Shine et al., 2005a). However, such 1370 
simplified models are only as good as the science and more sophisticated models they are based 1371 
on. Thus, the choice of such simple models needs further evaluation. 1372 

As discussed earlier, GTP, whether for pulse emissions, GTPp, or for sustained emissions, GTPs, 1373 
is defined as the ratio of the Absolute GTP (AGTP) for X relative to the AGTP for CO2; in this 1374 
way, it follows the ration approach developed for GWPs. On the other hand, the LTR approach 1375 
derives the change in temperature with time akin to the AGTP. As such, LTR and AGTP are 1376 
similar except that the goal in LTR is to use the results from complex climate models as the basis 1377 
for the carbon cycle and temperature derivations rather than the simpler treatments used in GTP. 1378 
However, use of the simplified energy balance model in AMPT may produce results very similar 1379 
to those derived for AGTP using the same energy balance model. 1380 

Strengths 1381 

• Allows determinations of time dependent changes in globally-averaged temperature. 1382 
Thus, readily understood response compared to using RF. 1383 

• Has a methodology for accounting for short-lived emission. 1384 

• Allows some sense of uncertainties to be included, by using different derived response 1385 
functions for CO2, temperature change and efficacies. 1386 
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• Could be a very useful approach for addressing some technological and policy question, 1387 
but may not be so useful for other questions (e.g., changing the flight altitude or a change 1388 
in routing). 1389 

Limitations 1390 

• Methods have not been adequately tested and evaluated at this time. 1391 

• Limited by uncertainties in determined linearized temperature response functions. 1392 

• Requires knowledge that requires a GCM to calculate. 1393 

• Could potentially be applied to other sectors but this has not been done at this time. 1394 

• Requires more input parameters and is more difficult to determine than GWPs. Requires 1395 
more complex input from scientists than other metrics. 1396 

• Not clear yet whether this approach really has much advantage over GWPs or GTPs. 1397 

Global Temperature Index 1398 

Wit et al. (2005) present another metric (developed by David Lee) in their report that combines 1399 
the GTP concept with the use of linearized impulse response functions. This metric is called 1400 
Global Temperature Index (GTI) and is supposedly analogous to using RFI. Like GTP, GTI 1401 
assumes sustained emissions integrated over a certain time period (100 years). Efficacies are 1402 
included. However, the overall methodology is not fully developed or tested (or even explained 1403 
very well at this point). It is difficult to tell at this time just how useful this metric will be in 1404 
future aviation and other sector studies. 1405 

Economics- and Damages-Based Metrics 1406 

Following Figure 1, it has long been recognized that development of climate policy would 1407 
benefit from analyses of welfare and damages (Eckaus, 1992; Schmalensee, 1993; Kandlikar, 1408 
1995). A number of economists and policy experts have criticized existing physical-based 1409 
metrics like GWPs because they do not account for damages and abatement costs (e.g., Manne 1410 
and Richels, 2001). 1411 

A number of different studies have used economic approaches to assess impacts associated with 1412 
future scenarios of climate change (e.g., Mendelsohn et al., 2000; Nordhaus and Bauer, 2000; 1413 
Tol et al., 2002a, b; Manne and Richels, 2001; Bradford et al., 2001; Sygna et al., 2002; O’Neill, 1414 
2003; Hammond et al., 1990; Kandlikar, 1996). Especially designed for analyses of aviation 1415 
impacts on climate, Marais et al., (2007) (and the corresponding report on the AMPT system for 1416 
the FAA, Mahashabde et al., 2007) assume either a linear damage function or the damage 1417 
function developed by Nordhaus and Boyer (2000), which assumes a quadratic relationship with 1418 
the change in temperature. They also include discounting (e.g., see Nordhaus, 1997) to express 1419 
future value in terms of present monetary terms. There have also been a number of attempts to 1420 
develop alternative metrics that are welfare-based. For example, Hammitt et al. (1996) proposed 1421 
the Economic-Damage Index (EDI).  1422 

While there is a large body of existing studies considering damages and their assessment through 1423 
various indices, there is no widely accepted approach. There is no straightforward way to 1424 
aggregate spatially and temporally diverse impacts into a single damages estimate. Such an index 1425 
or metric would only be useful for policy considerations if it can successfully enumerate all of 1426 
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the relevant potential impacts on society and the environment resulting from climate change. 1427 
This holds for studies of aviation-induced climate change as well. Part of the problem is that it is 1428 
difficult to determine what “successfully” means in this regard. As a result, unlike the generally 1429 
accepted metrics within the science community, RF and GWPs, even with recognition of their 1430 
flaws, there are no community-wide accepted approaches for damages and abatement costs being 1431 
used in policy considerations. 1432 

3. Uncertainties, Limitations, Gaps, and Needed Improvements 1433 

A variety of different metrics have been discussed in the previous sections. Some are physical 1434 
science-based metrics like Radiative Forcing (Stratospheric Adjusted RF has been the standard, 1435 
but Equivalent RF should likely be considered to be the new standard) and GWPs that have 1436 
become the currently “accepted” approaches for evaluating climate policies and legislation 1437 
related to reducing emissions of multiple greenhouse gases. Others, like LTR modeling, are 1438 
relatively new and untested in climate assessments. Still others attempt to incorporate the human 1439 
dimension of change through estimating the relative impact of emissions on economic or social 1440 
damages. 1441 

Several different designations of climate metrics have been considered, and strengths and 1442 
limitations of these metrics have been discussed in the previous section. This section is aimed at 1443 
further understanding of the uncertainties, limitations, and gaps in knowledge and capability of 1444 
these metrics (or at least those that seem most relevant to future use). In addition, this section 1445 
examines issues that need improvement before these metrics can be used to fully address policy-1446 
related questions relating to the effects of aviation on climate. The first designation of metrics is 1447 
based on concentration-based analyses using some form of radiative forcing. Table 1 provides 1448 
further insight into some of the key uncertainties, gaps and issues needing improvement for these 1449 
metrics. The second designation of metrics is emission-based analyses. The key uncertainties, 1450 
gaps and issues needing improvement for emissions-based metrics are further discussed in Table 1451 
2. The third designation of metrics discussed earlier were those associated with economics or 1452 
social damages, but there is no generally accepted treatment of these impacts at this time and 1453 
there is no attempt here to further discuss these metrics. 1454 

The question is, what metric or metrics would be most useful for analyses of the potential 1455 
climate impacts from aviation emissions? Or from other transportation and energy sectors? There 1456 
is no simple answer to this question; in fact, there is no one answer. The best metric to use for a 1457 
given situation depends on the question that is being asked. In order to make some generalized 1458 
recommendations, it is instructive to first look at several other studies that address at least parts 1459 
of this question. We can then make recommendations regarding additional research that is 1460 
required to further address this question. 1461 

First, users of climate metrics need to bear in mind that simplified climate metrics should not be 1462 
used in isolation without considering more fully the literature and assessments that take into 1463 
account the many complexities affecting climate change. At the same time, it is not sufficient to 1464 
only use emissions as the basis for policy – it is important to go further down the chain of Figure 1465 
1 towards evaluating the resulting climate impacts. 1466 

As mentioned in Forster et al. (2006), there have already been attempts to use simple multipliers 1467 
(2-4, with a value of 2.5 used in some UK policy discussions) on the climate effect (radiative 1468 
forcing) due to CO2 effects from aviation by itself. The use of such a multiplier, e.g., based on 1469 



1/25/08 

 38 

RFI, has been used extensively in climate model calculations, but primarily in accounting for the 1470 
effects of other long-lived greenhouse gases. While, as mentioned earlier, the total RF does have 1471 
value in considering the climate effect of aviation over a given period of time, it not only does 1472 
not present the whole story needing to be considered in developing policy, and bears little 1473 
relationship to the metric being applied in most current policy considerations from non-aviation 1474 
emissions, namely GWPs. The GWP concept not only considers the lifetime of the emissions, 1475 
but also provides a time-integrated RF from a pulse emission, a very different metric than RF. 1476 

If the total sum of RF were applied to other sectors, it would lead to a very misleading 1477 
interpretation of the climate effects. For example, emissions from coal burning power plants 1478 
without extensive scrubbing capabilities emit a significant amount of sulfur gases that rapidly 1479 
transform to sulfate aerosols in addition to their emissions of CO2 and NOx and some less 1480 
important gases. The RF due to the cooling effect from the sulfate aerosols would counteract a 1481 
large amount of the warming due to the CO2 emissions and effects from the NOx emissions on 1482 
tropospheric ozone, and the “total” RF would suggest that coal burning power plants are 1483 
beneficial to climate. Similarly, using total RF as the only metric for aviation, one might 1484 
conclude that reducing the cruise altitude to prevent contrails (e.g., Williams et al., 2003) would 1485 
be beneficial to climate. However, the decreased energy efficiency would lead to more CO2 1486 
emissions and in fact, the reduced flight altitude may be more harmful to climate. If the RF 1487 
metric is to remain useful, then perhaps hemispheric or even regional “equivalent” RF could be 1488 
derived using efficacy factors. 1489 

Forster et al. (2006) suggest that much more extensive evaluation of the impacts of short-lived 1490 
aviation emissions be done before they are applied to any emission trading scheme. They 1491 
conclude that RFI should not be used as an emissions index without giving due consideration to 1492 
the timescales of the climate effects. RFI exaggerates the climate impact of aviation emissions, 1493 
potentially putting too much weight on very short lived climate forcings. They also conclude that 1494 
a number of other issues need to be considered in any emissions scheme used for emissions 1495 
trading. First, any emissions-based weighting of non-CO2 climate effects should be applicable to 1496 
all sectors – not just aviation. Secondly, it is important to choose an index that is emissions-based. 1497 
Uncertainties need to be considered in the analyses. Third, a suitable time horizon needs to be 1498 
chosen, e.g., say 100 years (but to what degree is this choice arbitrary?). 1499 

Other studies have compared several different climate metrics. Shine et al. (2005b) compares 1500 
several different emissions-based metrics, both RF (e.g., GWPs) and temperature based (e.g., 1501 
GTPs), for surface NOx emissions and finds little difference in the results. Shine et al. (2005b) 1502 
also examines two more regionally-based metrics, based on the absolute value of the local 1503 
change temperature relative to the same for a reference gas, called Linear Damage Potential 1504 
(LDP) and the square of the local temperature change, called the Square Damage Potential (SDP). 1505 
Such regional metrics may be useful, but their limited testing done for NOx emissions in Asia 1506 
versus Europe is insufficient. 1507 

Wit et al. (2005) discuss different metrics for examining emissions trading relative to aviation 1508 
impacts on climate. They conclude that RF and RFI are not useful for emissions trading because 1509 
they do not account for effects occurring in the future. They also criticize GWPs as not being 1510 
useful for emissions trading because (1) it is difficult to account for particles or their indirect 1511 
effects; (2) the O3 effects from NOx emissions is subject to large uncertainties; (3) the GWP 1512 
concept is based on a per unit mass of emissions which does not apply readily to contrails; and (4) 1513 
GWPs do not account for the climate sensitivity parameter. However, there is a response to all of 1514 
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these issues, the GWP concept can be appropriately modified to include these, e.g., GWP 1515 
analyses are already being applied to NOx effects on O3 from surface sources and one can 1516 
include efficacies to account for the effects of the climate sensitivity parameter. Most of the 1517 
remaining GWP issues raised would equally apply to any existing metric.  The Wit et al. (2005) 1518 
analysis does not account for current adaptations to the GWP concept. The one criticism of 1519 
GWPs that cannot be readily addressed is that it lacks an equivalence to a climate response at 1520 
some given point in time. 1521 

Wit et al. (2005) suggest that the GTP concept eliminates some of the key concerns about GWPs. 1522 
The GTP concept does indeed have a number of key advantages. However, Shine et al. (2005a) 1523 
suggests that GTPs don’t work very well for pulse emissions, only for sustained emissions. This 1524 
may not be a serious concern for most applications – long term integrations of 100 years or more 1525 
tend to give similar results with GTPs and GWPs – but the particular use of a metric needs to 1526 
carefully consider whether a pulse or sustained emission is desirable. 1527 

Despite the many criticisms, GWPs at this point are still the metric of choice for climate analyses 1528 
by policymakers. This is largely because they are seen as simple (a table of values are published 1529 
in the international climate assessments), transparent (easily reproduced), and flexible (new 1530 
knowledge can be incorporated). While each of these points could be argued (and rightly so), the 1531 
controversies in the science community about GWPs are not readily perceived by policymakers. 1532 

The GWP concept cannot be ignored because it still is the most accepted metric in climate 1533 
analyses. However, the GTP concept and the linearized temperature response (LTR) approach 1534 
also have many advantages and may be the preferred approaches for technological and policy 1535 
analyses relative to aviation. GTP has the advantage of being relatively simple, transparent, and 1536 
flexible, but, in the long run, it could be argued that a well tested and evaluated version of the 1537 
LTR approach will better represent changes in the scientific understanding. However, LTR is 1538 
largely untested at this point and it relies on more scientific input from complex numerical 1539 
climate, carbon cycle, and chemistry models. Some of the same information is needed from such 1540 
models for other metrics, so this may not be a real issue. 1541 

1542 
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Table 1. Uncertainties, gaps and issues needing improvement for application of selected 1542 
Concentration-based Climate Change Metrics to aviation. 1543 

Metric Uncertainties Gaps  Improvement issues 

Stratospheric adjusted 

radiative forcing (RF) 

Except for CO2, RFs for 

other aviation climate 

impacts are not well 

known.  

Traditional definition does 

not account for nonlinear 
climate response due to 

location and timing of the 

forcing. 

Depends on model used in 
the derivation and time 

period evaluated. 

RF has not been defined 

for regional emissions. 

Effect of atmospheric 

lifetime on resulting 

climate response is not 

accounted for. 

Unknown whether RF 
could be applied for 

regional analyses. 

The basic science for 

determining the climate 

effects from non-CO2 

aviation emissions needs 

significant improvement. 

Effects of contrails and 
changes in cirrus are 

particularly uncertain. 

Global-mean surface RF The basic concept has not 
been tested adequately, but 

may provide useful info on 

dynamic and 

thermodynamic feedbacks 

relative to tropopause 

based RF. 

Large uncertainties about 

value of this approach 

until it is further evaluated. 

Not clear at this point if it 
will really add to better 

understanding of climate 

effects relative to 

traditional tropopause 

based RF. 

Likely not applicable to 

regional analyses. 

The value of this approach 
needs to be tested in 

climate models.  

This approach has not 
been applied to aviation. 

Fixed land/ocean surface 

temperature RF 

  Need to determine how 

dependent values will be 

to different climate 

models. 

Equivalent RF Efficacies for aviation 

effects on climate are still 

poorly known. 

This could be applied to 

any of the above 

approaches but this still 

needs to be done. 

Not clear if applicable to 

regional analyses. 

Need systematic model 

intercomparison for 

efficacy evaluation. 

Test use of efficacies 
relative to the above RF 

approaches compared to 

climate models (for non-

aviation forcing and then 

for aviation (bearing in 

mind possible scaling 
problems when 

multiplying aviation 

emissions to get sufficient 

climate signal). 

1544 
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Table 2. Uncertainties, gaps and issues needing improvement for application of selected 1544 
Emissions-based Climate Change Metrics to aviation. 1545 

Metric Uncertainties Gaps  Improvement issues 

Time-Dependent 

Radiative Forcing 

Value not clearly known 

even though it has had 

some application to 

aviation. 

Interpretation of this 

approach relative to 

resulting climate impacts 

is not understood. 

Requires much further 

testing. 

Relative usefulness of 
pulse, sustained, and 

scenario emissions needs 

to be evaluated. 

Needs to be tested using 

efficacies. 

GWPs -- Global Warming 

Potentials  

Although commonly used 

in climate studies and 

policy considerations, it is 

not known how well this 

metric could be applied to 

aviation. 

Difficult to know what an 

appropriate time horizon 

should be, although the 

100-year horizon has 
become the standard.  

Not clear if GWPs could 
be applied to regional 

analyses. 

Not clear what time 

integration of radiative 

forcing means. 

Characterization of the 
impact of a gas is not 

robust with respect to the 

climate impact.  

Difficult to account for 

contrail formation and 

other non-emission related 
effects using GWPs. 

Not applicable in 
traditional configuration 

(fixed integration period 

integration) for fixed 

target policy analyses. 

Applicability for aviation 

needs to be evaluated. 

Applicability for 

comparing aviation with 

other transportation / 

energy sectors needs to be 

tested. 

Testing needed using 

efficacies. 

GTPs -- Global 

Temperature Potentials 

The advantages and 

disadvantages of applying 

GTPs to pulse or sustained 

emissions are still poorly 

known. Similarly whether 

GTPs could be applicable 

to emissions scenarios.  

Not clear if GTPs could be 

applied to regional 

analyses 

Like GWPs, difficult to 

include non-emission 

related effects, like those 

occurring with the 

formation of contrails. 

. 

Overall method needs 

further testing. Also, need 

to include efficacies. 

Applicability for aviation 
needs to be evaluated. 

Applicability for 

comparing aviation with 

other transportation / 

energy sectors needs to be 

tested. 

Linearized Temperature 

Response 

A major advantage of LTR 

is the ability to couple to 

the capabilities of global 

climate models, but 

existing linear response 

functions are not based on 

state-of-the-art GCMs. 

Same concerns apply to 
the carbon cycle 

applications. 

Like GWPs, difficult to 

include non-emission 

related effects, like those 

occurring with the 

formation of contrails. 

 

LTR has not been 

adequately tested and 

evaluated at this time for 

either aviation or other 

sectors. 

One study suggests that 

LTR may be applicable to 
regional analyses, but this 

needs much further 

evaluation. 
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4. Prioritization for Tackling Outstanding Issues 1546 

Further evaluation of climate metrics is required before the right choices can be made for 1547 
application to aviation policy studies. In particular, the individual questions of interest – e.g., 1548 
whether requiring comparison of one species of aviation emissions with another or of aviation 1549 
emissions with emissions from other sources - will determine the most appropriate metric to use. 1550 
Input from policymakers as to what questions they see as priorities will be important to 1551 
determining where efforts should go into further development of climate metrics for aviation. 1552 

At this time, it is not at all clear which metrics will be most suitable for addressing the questions 1553 
related to aviation impacts on climate, or for possible considerations of tradeoffs relating to 1554 
aviation emissions and climate. Even more difficult would be to consider tradeoffs of aviation 1555 
climate concerns relative to air quality or noise issues associated with aviation (the difficulty in 1556 
doing such tradeoffs is discussed in the 2006 workshop report, Wuebbles et al., 2006). As a 1557 
result, at this time, the suite of metrics discussed in sections 2 and 3 should be tested, evaluated 1558 
and prodded in every possible way in order to get to the point over the next few years where 1559 
specific recommendations can be made regarding appropriate choices for the possible sets of 1560 
questions related to aviation. Each of the uncertainties and issues discussed in section 3 will need 1561 
to be considered. New metrics should also be considered. Input from policymakers regarding 1562 
what they actually see as the key questions for metrics to address will be an important element of 1563 
this evaluation. Also, the interest of policymakers in global (entire fleet) versus regional (as little 1564 
as a single flight) evaluation of aviation impacts on climate needs to be known, so that priorities 1565 
can be determined for global versus regional analyses. If the gaps listed in section 3 limit the 1566 
metrics applicable to a given set of policy questions, effort may need to go into development of 1567 
new metrics. 1568 

This section discusses priorities for research to greatly enhance the understanding of climate 1569 
metrics for aviation studies so that within a five year time period policymakers will have a much 1570 
enhanced set of tools for addressing key questions related to the impacts of aviation emissions on 1571 
climate. Table 3 then summarizes the discussion in this section into a series of potential projects 1572 
along with a rough estimate of the required effort (in full time equivalents) required and an 1573 
associated estimate of cost. Within Table 3, there is also an attempt to provide a rough timeline 1574 
for such studies. 1575 

In addition to assessing appropriate applications for individual metrics, the robustness of the 1576 
existing metrics all need further evaluation. The most effort should likely go into testing and 1577 
further developing the Equivalent Radiative Forcing, Global Warming Potentials, Global 1578 
Temperature Potentials, and Linearized Temperature Response metrics. The usefulness of 1579 
efficacies needs to be evaluated for all of these metrics. The Radiative Forcing and GWP metrics 1580 
are already well-accepted approaches with well-known limitations, but the use of efficacies in 1581 
these is relatively new and not fully tested. The GTP and LTR metrics and their various forms 1582 
are not yet as accepted in the science and policy communities, but may be very useful. The 1583 
capabilities of the various metrics should be further examined in comparison with each other and 1584 
relative to their ability to address a range of policy questions. Such studies may also lead to the 1585 
development of new metrics. 1586 

A combination of modeling tools will be needed for assessing the different metrics, including 1587 
global and regional climate models, atmospheric chemistry-transport models (either coupled or 1588 
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decoupled from the climate models), and radiative transfer models. Since different scientists have 1589 
different experiences with different metrics, it may be worthwhile to develop a working group 1590 
that together would evaluate the different metrics and their value for addressing different policy 1591 
questions. Detailed comparison with results from state-of-the-art climate models will be a 1592 
necessary part of the evaluation of metrics (as well as in the development of better treatments of 1593 
efficacies). As mentioned earlier, there is a possible issue with scaling of aviation effects within 1594 
climate models to be able to fully detect the climate signal; this uncertainty will need to be 1595 
considered within the evaluation of the different metrics. It is important to also recognize that the 1596 
evaluation of climate metrics can only be as good as our understanding of the scientific 1597 
understanding of the processes affecting climate impacts from the different aviation emissions. 1598 

Efficacies will likely become a norm for most of the future studies using metrics but they have 1599 
not been adequately evaluated for aviation-based emissions. The sensitivity of efficacies to the 1600 
background atmosphere and to a range of possible aviation emissions scenarios need to be 1601 
evaluated for each of the separate climate concerns associated with aviation (including NOx 1602 
effects on ozone and methane, aerosols, contrails, cirrus). These analyses will of course have to 1603 
go hand in hand with improved understanding of the emissions effects themselves. 1604 

As stated in Fuglestvedt et al. (2003), there are no unambiguously agreed upon criteria for 1605 
evaluating metrics. In examining potential uses of metrics for aviation, it would be useful to have 1606 
a special meeting to establish these criteria, to set the stage for the studies to be done. Feedback 1607 
from those involved in aviation policy will be a necessary part of this – the lack of clear goals 1608 
currently for combating climate change from aviation affects the choice of metrics and the 1609 
criteria to be evaluated. The scientists involved in evaluating and developing climate metrics also 1610 
need to understand what tradeoffs are likely to be most important to the considerations of the 1611 
aviation policy community. 1612 

Fuglestvedt et al. (2003) do suggest that different climate and/or coupled chemistry-climate 1613 
models evaluate the robustness of radiative forcing for consistency across a variety of issues, e.g., 1614 
to what degree are high latitude forcings more effective at affecting climate than low latitude 1615 
forcings or shortwave forcings are more effective than infrared ones. Can efficacies adequately 1616 
correct for such differences? 1617 

Climate modeling and coupled chemistry-climate modeling studies will play an important role in 1618 
further evaluating metrics, but these modeling tools are computationally intensive, so the tests 1619 
using these models need to be carefully considered. 1620 

Both of the latest LTR approaches, namely the APMT and AirClim assessment tools, appear to 1621 
be quite promising for future studies of aviation. The AirClim approach may even provide a 1622 
capability for analyzing regional impacts not considered otherwise. However, these tools are 1623 
dependent on the validity of much more complex representations and understanding of the 1624 
science, including the carbon cycle, chemistry interactions, aerosol direct and indirect effects, 1625 
contrail formation and evolution, and the resulting impacts on climate. Current tools need much 1626 
further development and evaluation before they will be applicable to policy considerations. In 1627 
particular, both models need to have a much more carefully-considered representation of the 1628 
carbon cycle and temperature response functions in order to better represent the state-of-the-art 1629 
of the science. 1630 

Any metric being considered for aviation should also be applicable to other transportation sectors 1631 
to enable comparisons between sectors. At this point, the GWP concept has been applied in a 1632 
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limited manner to such sectors, but there has been no attempt at applying the GTP or LTR 1633 
concepts to such sectors. Further research is needed to test these capabilities. 1634 

One of the next step needs to be testing and comparison of the Equivalent RF, GWP, GTP and 1635 
LTR metrics for NOx-O3-CH4 effects from aviation. These effects are known better than the 1636 
effects from contrails and changes in cirrus and there is a real possibility that the effects, as well 1637 
as remaining uncertainties, of NOx emissions can be better quantized within the next few years. 1638 
Three-dimensional steady-state modeling studies could be done of these effects, but the 1639 
applications of the concepts and interpretation of the results as used in metrics will require much 1640 
analysis and thought. These analyses will be crucial in determining which metric or metrics) 1641 
should be the primary focus for future aviation applications. One could also attempt to do rough 1642 
analyses for contrails (using an approach akin to Hansen et al., 2005) although current science 1643 
understanding of the contrail and cirrus effects may make it difficult to fully include these effects 1644 
at this time. 1645 

1646 
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Table 3. Research priorities over next 5 years towards enhanced capabilities of climate metrics 1646 
for addressing the impacts of aviation on climate. 1647 

Project Effort required 

Near term (0-1 year)  

Establish Metrics Working Group (MWG) that will interact on evaluating and 

testing metrics for application to aviation impacts on climate. Develop criteria 

for evaluating aviation impacts in climate metrics. 

Cost of meetings. 

Meeting of Metrics Working Group with policymakers interested in aviation 

impacts to establish priorities for key questions to be addressed with climate 

metrics. 

Cost of meeting. 

Mid term (1-3 years)  

The Bakeoff: Evaluation, testing, and further development of existing metrics 

(different forms of RF; GWPs; GTPs; LTR metrics) first for aviation NOx 

emissions using chemistry-transport models and climate models (or coupled 

chemistry-climate models) first for ozone effect and then ozone and methane. 

Global models necessary for evaluating capabilities of metrics. Incorporate 

improved efficacies and improved understanding of science effects for various 

emissions as they become available. Determine capabilities for including 

contrails and cirrus effects in metrics. Determine needs for regional studies and 

test metrics relative to such needs as appropriate. Evaluate effects of 

background atmosphere. 

MWG members: ~3-5 FTE*, 

roughly $500K per year for 2 to 3 

years; quarterly meetings of 

MWG. 

Development of improved efficacies for aviation emissions, starting with NOx 

emissions.  

MWG members: 1-2 FTE, 

roughly $250 K per year for 2 

years. 

Development of scenarios for future growth of aviation and resulting 

emissions. Initial studies with metrics (after initial phases of Bakeoff). 

Emissions scenario developers: 1-

2 FTE, roughly $200K for 1 year; 

MWG: 1-2 FTE, roughly $250K 

for 1 year. 

Studies with 2-3 existing state-of-the-art climate models (e.g., NCAR, GFDL; 

NASA Goddard) to develop new linearized functions for temperature and 

carbon cycle. These will be used in future LTR studies. 

2-4 FTE, roughly $400K for 1 

year. 

Initial meetings (of MWG) with economics and others communities to 

determine best way forward for incorporating damages into metrics. 

Cost of meetings. 

Long term (3-5 years)  

After first stage of Bakeoff completed, test metrics for aviation sector relative 

to other transportation / energy sectors. 

MWG: 2-4 FTE, roughly $400K 

per year for 2 years. 

If determine that 2nd stage of Bakeoff is needed, then proceed with further 

evaluation and testing of metrics. At this point, we should know whether 

additional metrics are needed as well.  

Not known; could be as much as 

2-3 FTE, $400K per year for 2 

years). 

Initial studies using metrics in addressing climate tradeoffs. Update as science 

knowledge of climate impacts improves. Include damages if there is 

community agreed upon approach. 

MWG: 2-3 FTE, $400K per year 

for 2 years. 

* FTE = Full-time equivalent (assumes mixture of PhD scientists, post-docs, and graduate students) 1648 
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5. Recommendations for Best Use of Current Tools 1649 

It will be important to take a systems point of view in any new study using existing metrics to 1650 
evaluate the climate impacts from aviation. As such, it will be important to consider all of the 1651 
uncertainties associated with current understanding of the effects of aviation emissions on 1652 
climate, including the fact that with the exception of carbon dioxide, the effects of other 1653 
emissions on climate are still not very well understood. In particular, it would be very difficult to 1654 
provide a meaningful evaluation of the effects of contrails or the effects of contrails and aerosols 1655 
on cirrus. However, metrics may be able to better consider the effects NOx emissions from 1656 
aviation. Modeling capabilities for understanding the UT/LS region have improved greatly in the 1657 
last few years (although there are definitely remaining uncertainties), such that determining the 1658 
effects of NOx emissions from aviation on ozone and methane should be more possible than 1659 
previously; it may be possible to get a stronger understanding of those effects and remaining 1660 
uncertainties using analyses from current state-of-the-art chemistry-transport and chemistry-1661 
climate models. 1662 

To provide a perspective relative to prior assessments of aircraft effects, any new study done at 1663 
this time should start with the use of stratospheric adjusted radiative forcing, but also include 1664 
consideration of efficacies to the degree possible. The effects of uncertainties in the evaluation of 1665 
the climate effects and in the metric itself will need to be clearly stated. The radiative forcing 1666 
could be evaluated for the current time period but it can also be worthwhile to consider 1667 
projections of effects on aviation based on reasonable scenarios for future emissions. Such 1668 
scenarios, however, need to be carefully considered, and should be based on best available 1669 
projections from ICAO and the FAA (or associated organizations like JPDO). 1670 

Emissions-based metrics should also be considered, but interpretation will be limited by the lack 1671 
of a community-consensus on which metrics should be adopted and the lack of current 1672 
application of the GWP and GTP approaches to evaluation of aviation. The LTR approaches are 1673 
promising as assessment tools but have not been evaluated by the science community and need 1674 
further development to reduce existing uncertainties. 1675 

It will be difficult to make useful policy decisions involving tradeoffs within the climate sector at 1676 
this time. 1677 

6. Summary 1678 

A number of the existing metrics for climate have been considered. Advantages and limitations 1679 
of the various metrics have been discussed. To some degree, we arrive at more questions than 1680 
answers. Ultimately, the specific metric of choice in a given situation will always depend on the 1681 
question being addressed. For aviation, there is no single metric currently in existence that does 1682 
not have well-recognized shortcomings in either its application to this sector or in evaluation of 1683 
its capabilities and limitations.  1684 

This said, there are still some metrics that demonstrate clear advantages over others, and may be 1685 
appropriate for use in specific situations and/or after further research and testing, as 1686 
recommended below. 1687 

Beginning with the well-accepted metrics of radiative forcing and GWPs, we find that they have 1688 
major limitations that affect their interpretation when used to address many of the policy 1689 
questions of interest to climate.  1690 
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For example, the equivalent RF concept can be useful to address questions related to changes in 1691 
climate for the atmospheric agents that have been emitted over a specific period of time. 1692 
However, equivalent radiative forcing is not an emissions-based metric. Emissions-based metrics 1693 
are likely the primary choice for addressing most questions of interest for technological or policy 1694 
considerations and/or trade-offs. 1695 

GWPs (and AGWPs) are well established but may be difficult to apply to aviation emissions. We 1696 
recommend that the existing concept be modified to include efficacies, and tests done to see if all 1697 
effects can be conceptually included. While there have been many criticisms about this, no one 1698 
has really attempted to see if the concept could be readily modified to include contrails and other 1699 
cloud effects, e.g., by basing these effects in a more general sense on the emissions associated 1700 
with fuel burn. Despite its limitations, the GWP concept is so well engrained in current 1701 
international climate policy considerations that it might actually impede the progress of 1702 
negotiations to promote use of an alternative metric. As a result, decision-makers are faced with 1703 
weighing scientific precision relative to practical applicability (Fuglestvedt et al., 2000). 1704 

The answer may lie in using similar metrics that address some of the scientific concerns raised 1705 
by GWPs. Specifically, the GTP and the LTR approaches have some major advantages, but 1706 
neither has been adequately tested. GTPs assume either pulse or sustained emissions while LTR 1707 
generally uses a pulse of one year of emissions. Both may also be applicable to emissions 1708 
scenarios. 1709 

Additional research needs to be done to identify appropriate metrics for evaluating emissions 1710 
from aviation and from other transportation and energy sectors. The application of existing 1711 
metrics to aviation emissions needs to be evaluated individually and relative to each other. Some 1712 
metrics such as the LTR approaches need further development to be scientifically robust. New 1713 
metrics should also be considered.  1714 

Any new assessment of aviation impacts on climate done at this time, before the research 1715 
outlined above has been done, will have to be limited in scope and subject to large uncertainties. 1716 
A systems approach will be necessary so that the resulting metric studies are considered relative 1717 
to remaining uncertainties in the scientific understanding of the processes affecting atmospheric 1718 
composition and climate from aviation emissions. 1719 
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Appendix A: Discussion on Efficacy Factors 1723 

Efficacy is the factor relating surface temperature change from a particular forcing agent to that 1724 
from equivalent CO2 radiative forcing. It is defined as the ratio of the climate sensitivity 1725 
parameter for a given forcing agent to the climate sensitivity parameter for CO2 changes (Joshi et 1726 
al., 2003). Joshi et al. (2003) tested the climate sensitivity to idealized forcing agents (mainly 1727 
ozone) in three very different GCMs. They found that the climate sensitivity to any given forcing 1728 
type was varied greatly between the models, but once the sensitivities were normalized by the 1729 
climate sensitivity of CO2 within the same model the efficacies were within 30% of one another. 1730 
The effective radiative forcing for a given forcing agent would then be the radiative forcing (for 1731 
this work, radiative forcing refers to the stratospheric adjusted radiative forcing discussed earlier) 1732 
for a particular forcing type multiplied by the efficacy factor. The effective radiative forcing is 1733 
then independent of forcing type and can be compared directly to CO2 RF. Global mean surface 1734 
temperature can then be calculated as: 1735 

 FET
COs

= *
2

 1736 

where Ts is the global mean surface temperature change, CO2 is the climate sensitivity for CO2, 1737 

E is the efficacy for a particular forcing type, and F is the radiative forcing associated with a 1738 

particular forcing type. Using an efficacy factor with RF is likely to give a much closer 1739 
approximation to global surface temperature change than using RF alone (Sausen and Schumann, 1740 
2000; Hansen et al., 2005; Lohmann and Feichter, 2005). The difficult part is determining the 1741 
efficacy for the many forcing types that are currently considered. 1742 

According to Boer and Yu (2003b), the efficacy associated with a particular forcing type 1743 
depends on the spatial distribution of the forcing and how the forcing projects onto the climate 1744 
feedback mechanisms. Numerous studies have shown that different patterns (both geographic 1745 
and vertical) of forcings and any non-linearities associated with the forcing will affect the 1746 
efficacy. It is generally found that higher latitude forcings (regardless of source) have a higher 1747 
efficacy than tropical forcings (Boer and Yu, 2003b; Joshi et al., 2003; Hansen et al., 2005; 1748 
Sokolov, 2006; Stuber et al., 2005; Sausen et al., 2002). Most of this effect is thought to be from 1749 
the change in snow and ice albedo (Stuber et al., 2001; Joshi et al., 2003; Stuber et al., 2005).  1750 

Regional efficacies and efficacy for regionally distributed forcing agents have also been 1751 
examined (Forster et al., 2000; Boer and Yu, 2003b; Joshi et al., 2003). Forster et al. (2000) 1752 
examined efficacy for regional increases in CO2 and solar irradiance. Joshi et al. (2003) 1753 
extended this study to include O3 and ran experiments using three different GCMs. Each of the 1754 
GCMs treats feedback mechanisms in different ways. In both Joshi et al. (2003) and Forster et al. 1755 
(2000) it was found that while climate sensitivity for a particular forcing varied greatly from 1756 
model to model, the climate sensitivity normalized by the climate sensitivity of CO2, were 1757 
similar. This normalized climate sensitivity is the efficacy. Efficacies were generally within 30% 1758 
of each other across models for a given forcing scenario.  Efficacy was found to be lower for 1759 
upper tropospheric O3 changes and higher for lower stratospheric O3 changes; lower for tropical 1760 
changes and higher for extratropical changes. This systematic error in the stratospheric adjusted 1761 
RF implies that an effective RF would be a better predictor of globally averaged surface 1762 
temperature change. This work also seems to suggest that more regionally (upper troposphere, 1763 
lower stratosphere, tropical, extratropical) appropriate efficacies be used in calculating the 1764 
effective (globally averaged) RF. 1765 
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Boer and Yu (2003b) looked in more detail at the spatial distribution of the forcing response. 1766 
They determined that the geographic location of temperature change is strongly influenced by 1767 
the feedback mechanisms that dominate that region. In fact they determined that the geographic 1768 
location of the feedback mechanisms were more important than the geographic location of the 1769 
forcing agent in determining the temperature distribution. Joshi et al. (2003), on the other hand, 1770 
noticed that when a forcing maximum was located in the tropics/extratropics then the 1771 
tropics/extratropics showed the greatest response. Boer and Yu (2003b) also noted that there was 1772 
a tendency for certain areas (like the Northern Hemisphere high latitude region) to show a strong 1773 
temperature response for all of the forcing scenarios tested, except those with sharp gradients. 1774 
Some regions were preferentially changed even if the forcing was remote. Since GCMs treat 1775 
climate feedback mechanisms in many different ways, it is not currently possible to determine 1776 
efficacies for small geographic regions until we have a better understanding of climate feedback 1777 
mechanisms. 1778 

Vertical distribution of the forcing and its effect on efficacy has also been examined in some 1779 
detail (Hansen et al., 1997; Christiansen, 1999; Joshi et al., 2003; Cook and Highwood, 2004; 1780 
Roberts and Jones, 2004; Forster and Joshi, 2005; Sokolov, 2006; Stuber et al., 2005). It is 1781 
generally found that upper-troposphere forcings have smaller efficacy than forcings that affect 1782 
the surface. However, climate feedback considerations, such as cloud cover and water vapor 1783 
content, make it difficult to generalize this finding with confidence (Govindasamy et al., 2001b; 1784 
Joshi et al., 2003; Sokolov, 2006). 1785 

Efficacies reported in the literature 1786 

We now examine the efficacies that are currently available in the literature (also see Table A). 1787 
Efficacies that may be relevant for aircraft issues include: long-lived GHGs, stratospheric ozone, 1788 
upper tropospheric ozone, scattering aerosols, absorbing aerosols, contrails and stratospheric 1789 
water vapor. Efficacies are also given in the literature for total solar irradiance change (Gregory 1790 
et al., 2004; Joshi et al., 2003; Cook and Highwood, 2004; Sokolov, 2006; Forster et al., 2000; 1791 
Hansen et al., 2005) and for tropospheric ozone change near the surface (Hansen et al., 2005; 1792 
Lohmann and Feichter, 2005; Mickley et al., 2004), but these are not directly relevant to aircraft 1793 
studies and will not be discussed in this report. 1794 

Existing derived efficacies for gas and particle emissions or concentration perturbations to 1795 
atmospheric concentrations have been adopted recently by various authors to aviation 1796 
application – however, these efficacies were not specifically based on aviation emissions studies 1797 
and may not be appropriate for the spatial and temporal emissions associated with aviation. At 1798 
this point, there are no reliable efficacies for aviation impacts on climate. 1799 

For the forcing types relevant to aircraft issues, in looking at the existing analyses of efficacies, 1800 
the exact experiment done to calculate the efficacy will determine whether the value may be of 1801 
use for aircraft studies because aircraft forcings tend to have very specific characteristics (for 1802 
example, geographic location and altitude.) Long-lived GHGs, contrails, stratospheric ozone, 1803 
upper tropospheric ozone and stratospheric water vapor are directly relevant to aircraft issues 1804 
regardless of the experiment, but we still examine the experiments used to determine efficacies 1805 
for these forcing types. Scattering aerosols and absorbing aerosols efficacies reported in the 1806 
literature may or may not be relevant to aircraft studies, depending on how they were determined. 1807 
The efficacy value, as with RF, depends strongly on the definition of tropopause height 1808 
(Ramaswamy et al., 2001; Chipperfield et al., 2003; Hansen et al., 2005). Efficacies for each 1809 



1/25/08 

 50 

aircraft-related forcing agent are given, along with an overview of efficacy values in the 1810 
literature, a description of how the efficacy was calculated and a statement of how relevant this 1811 
efficacy value is likely to be for aircraft studies. 1812 

Long-lived greenhouse gases: 1813 

IPCC (1995; and references therein) determined that the climate sensitivity for a wide range of 1814 
forcing agents is invariant. Most of the climate forcings examined were long-lived greenhouse 1815 
gases that are approximately spatially homogeneous. Hansen et al. (2005) suggests around 1.04 1816 
as an average efficacy for all well-mixed GHGs. Generally, long-lived GHG efficacies are 1817 
thought to be around 1.0 (with an error of 10%).  Long-lived GHGs include CO2, N2O and CFCs. 1818 
CH4 is also a long-lived gas, but is considered in more detail because of its chemistry 1819 
importance in the atmosphere 1820 

Very few studies have examined the efficacy for individual GHGs. Hansen et al. (2005) suggest 1821 
slightly higher efficacies for individual GHGs with N2O having an efficacy of 1.04 and CFC-11 1822 
and CFC-12 having a value of 1.32. On the other hand, some studies suggest that efficacies for 1823 
CFCs should be slightly smaller than 1.0, such as Forster and Joshi (2005) who report 0.94. This 1824 
suggests that the efficacies being derived are also dependent on the model used and the specific 1825 
experiment. 1826 

Hansen et al. (2005) found that CH4 had an average efficacy of 1.1.Two separate CH4 1827 
experiments were done with concentrations of 2 and 6 times the current concentration. Efficacies 1828 
were 1.10 and 1.13, respectively. This illustrates the potential nonlinearity associated with 1829 
climate sensitivity. Indirect effects, such as the effect of CH4 and CFCs on O3 and the effect of 1830 
CH4 on water vapor are not included in these efficacies. Bernsten et al. (2005) determined that 1831 
efficacies for methane were 1.08 and 0.95 for the ECHAM4 and UREAD models, respectively. 1832 

In summary, there is very little model consensus on the efficacies for individual long-lived 1833 
greenhouse gases. The general consensus among journal articles that do not directly test the 1834 
efficacy of long-lived GHGs remains that long-lived well-mixed GHGs have efficacies around 1835 
1.0 and most model experiments support this consensus for CH4 and N2O within about 10%. 1836 
These efficacies should apply to aircraft studies without qualification because the species tend to 1837 
be well mixed in the atmosphere.  1838 

UT/LS ozone:  1839 

Stratospheric ozone efficacies have been examined by Stuber et al. (2001), Joshi et al. (2003), 1840 
Hansen et al. (2005) and Stuber et al. (2005) using idealized ozone changes. Hansen et al. (2005) 1841 
used realistic stratospheric ozone changes. Ozone changes throughout the atmosphere and in the 1842 
troposphere only were examined. It was found that both of these cases led to the same efficacy, 1843 
implying that a stratospheric ozone change would have the same efficacy if the effects are 1844 
linearly additive. This linearity was not tested but it would be a relatively easy experiment. 1845 

Stuber et al. (2005) examined the radiative forcing temperature response for ozone in the upper 1846 
troposphere and lower stratosphere separately. They also examined homogeneous and 1847 
inhomogeneous distributions for ozone for both UT and LS experiments. The inhomogeneously 1848 
distributed O3 had a maximum concentration at about 60 N. The Northern Hemisphere upper 1849 
tropopause experiment matched the ozone distribution from aircraft emissions. The GCM used 1850 
did not have a chemistry model, so the production of stratospheric water vapor from oxidation of 1851 
CH4 is not included. Efficacies were found to be: 1.8 for a homogeneous distribution in the LS; 1852 
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0.72 for homogeneous distribution in the UT; 2.26 for inhomogeneous distribution in the LS; and 1853 
1.07 for inhomogeneous distribution in the UT. 1854 

Joshi et al. (2003) applied O3 changes in the UT in the tropics, UT in the Northern Hemisphere 1855 
extratropics and globally in the LS. Three very different models were run for each study 1856 
(UREAD, ECHAM4, and LDM), Efficacies were found to be: 0.71, 0.72 and 0.91 for the three 1857 
models, respectively, in the UT tropics; 0.63, 1.17, and 0.55, respectively, in the Northern 1858 
Hemisphere UT; and 1.39, 1.8, and 1.23, respectively, globally in the LS. The difference on 1859 
stratospheric O3 efficacies between the models is thought to be due to the different feedback 1860 
mechanisms of stratospheric water vapor. 1861 

 Forster and Shine (1999) found that lower stratospheric ozone had a 40% higher climate 1862 
sensitivity than CO2, while Joshi et al. (2003) found a 20-80% higher climate sensitivity using 1863 
three different models. Stratospheric water vapor feedback was included in the stratospheric 1864 
ozone efficacies for both of these studies and it was determined that this feedback accounts for 1865 
the large efficacy values. The stratospheric water vapor reaction is already considered in steady-1866 
state CTM runs for aircraft emissions, so the efficacies used for radiative forcing should be lower 1867 
than those found by Joshi et al. (2003). 1868 

At this time, it is premature to assign an efficacy with any confidence to stratospheric ozone 1869 
changes, but the Joshi et al. (2003) and Stuber et al. (2005) results clearly suggest that the 1870 
efficacy is not the same for UT and LS O3. Bernsten et al. (2005) also found that ozone 1871 
perturbations are not linearly additive when O3 perturbations were tested over Europe and SE 1872 
Asia separately and combined. The departure from linearity was approximately 8%. 1873 

Scattering aerosols (Direct effect): 1874 

As discussed earlier, aerosols have both a direct and indirect effects on the atmosphere. Cook 1875 
and Highwood (2004) determined in idealized studies that the direct effect of scattering aerosols 1876 
is very similar to the effect of changing total solar irradiance (near 1.0). Hansen et al. (2005) 1877 
found an efficacy of 1.09 for tropospheric sulfates and determined that realistic changes in 1878 
scattering aerosols had a larger effect at higher latitudes than at lower latitudes. This experiment 1879 
doubled the current concentrations of sulfates, so it is not clear how relevant this efficacy value 1880 
is for aircraft emissions near the tropopause. Rotstayn and Penner (2001) have also examined the 1881 
direct effect of scattering sulfate aerosols. Sulfates in their experiment are distributed in the 1882 
vertical so that there is an exponential decrease in concentration with height. Direct sulfate 1883 
efficacy was calculated to be 0.68 for pure forcing (no feedback) and 0.73 for quasi-forcing that 1884 
included longwave feedback effects. Generally, it is assumed that the direct effect of scattering 1885 
aerosols has an efficacy between 0.7 and 1.1, with similar efficacies for both stratospheric and 1886 
tropospheric aerosols. Again, none of these studies directly simulated a change in sulfate 1887 
emissions by aircraft. In all likelihood, the sulfate effect due to aircraft at the tropopause would 1888 
be much too small to rise above climate model noise unless the sulfate concentration was 1889 
multiplied by a large factor. 1890 

Absorbing aerosols (Direct effect): 1891 

Absorbing aerosols are perhaps the most difficult forcing types to infer global mean temperature 1892 
change from because the linear relationship between RF and temperature change breaks down, 1893 
and efficacy is not constant for black carbon aerosols (Hansen et al., 1997; Cook and Highwood, 1894 
2004; Feichter et al., 2004; Roberts and Jones, 2004; Hansen et al., 2005). For simplicity, the 1895 
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effect of changes in boundary layer black carbon is not discussed here because they are not 1896 
directly relevant to aircraft issues.  1897 

The relative locations of cloud and aerosol layers, along with surface albedo, affect the 1898 
relationship between RF and temperature (Penner et al., 2003, Cook and Highwood, 2004; 1899 
Feichter et al., 2004; Johnson et al., 2004; Roberts and Jones, 2004; Hansen et al., 2005). The 1900 
source of the black carbon also appears to affect the efficacy. Hansen et al. (2005) find efficacies 1901 
much larger than 1.0 for biomass burning and much smaller than 1.0 for fossil fuel carbon 1902 
Hansen et al. (2005) found that black carbon had efficacies of 0.5 in the free troposphere to 0.3 1903 
in the upper troposphere. 1904 

So far, there appears to be no consensus on efficacy for absorbing aerosols. It appears that no 1905 
simple relationship exists between radiative forcing due to all absorbing aerosols and global 1906 
mean temperature change. Biomass burning efficacies would not be appropriate for aircraft 1907 
studies, but the smaller values for fossil fuel carbon may be appropriate. More studies need to be 1908 
done to gain confidence in these results. 1909 

Indirect aerosol effects: 1910 

The indirect effect of aerosols has been examined numerous times in the literature, with recent 1911 
publications by Rotstayn and Penner (2001), Williams et al. (2001) and Lohmann and Feidhter 1912 
(2005), but none of these studies relate to emissions in the upper troposphere and resulting 1913 
effects on cirrus clouds. Rotstayn and Penner (2001) calculate the efficacy for the indirect effect 1914 
of surface-emitted aerosols to be 0.83 for the first indirect effect (Twomey effect), 0.78 for the 1915 
second indirect effect (cloud lifetime effect) and 0.86 for the total indirect effect due to sulfate 1916 
aerosols. Lohmann and Feichter (2005) calculate the efficacy for first indirect effect to be 1.01. 1917 
Williams et al. (2001) calculated the efficacy for the first indirect effect to be 0.82 and the 1918 
second indirect effect to be 1.17. The radiative forcings for the first and second indirect aerosol 1919 
effects do not add linearly. 1920 

Contrails: 1921 

Hansen et al. (2005) and Ponater et al. (2005) find that contrail efficacy is smaller than that for 1922 
CO2. Hansen et al. (2005) used 10 times the current contrail value in a GCM experiment to 1923 
determine the contrail climate sensitivity. The contrail signal did not rise above the model noise 1924 
level enough for a statistically significant climate sensitivity value to be determined.  Ponater et 1925 
al. (2005) used 20 times the FESG/Fa1 inventory for 2050 aviation contrails in a similar 1926 
experiment. They calculated the climate sensitivity value for CO2 and contrails to determine the 1927 
climate sensitivity in various regions of the world. As expected, there was a larger temperature 1928 
response over the land than there was over the ocean. The globally averaged efficacy for 1929 
contrails in this study is 0.6. This value has not been confirmed by any other studies.  1930 

Stratospheric water vapor: 1931 

Forster and Shine (1999) determined that the efficacy for stratospheric water vapor is 1932 
approximately 1.1. Their experiment increased stratospheric water vapor assumed increases in 1933 
water vapor of 40 ppbv/year in the lower stratosphere and 100 ppbv/year in the upper 1934 
stratosphere. They noted that it was the change in the lower stratospheric water vapor that 1935 
contributed most of the radiative forcing. Hansen et al. (2005) also examined stratospheric water 1936 
vapor, but they only presented efficacy for radiative forcing calculated using a constant sea 1937 
surface temperature (Fs) and did not present efficacy for stratospheric adjusted radiative forcing 1938 
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(Fa). The efficacy for Fs is 0.96, but it is typically different from that for Fa. Since most of the 1939 
forcing in the Forster and Shine (1999) scenario was due to lower stratospheric water vapor, this 1940 
efficacy value is probably appropriate for aircraft studies. Unfortunately there are not enough 1941 
studies to gain confidence in the value. 1942 

1943 



1/25/08 

 54 

Table A. Summary of efficacies found in literature for various forcing agents. 1943 

Forcing Agent  Efficacy Source 

Long-lived 
GHGs All ~1.0 +/- 10%  

 N2O 1.04 Hansen et al., 2005 

 CFC (-11 & -12) 1.32 Hansen et al., 2005 

 CFC (-11 & -12) 0.94 Forster & Joshi, 2005 

 CH4 1.1 Hansen et al., 2005 

 CH4 0.95 - 1.08 Bernsten et al., 2005 

 CH4 1.18 Ponater et al., 2006 

O3    

 UT (extratropics) 1.07 Stuber et al., 2005 

 UT (extratropics) 0.55 – 1.17 Joshi et al., 2003 

 UT (tropics) 0.71 – 0.91 Joshi et al., 2003 

 LS (extratropics) 2.26 Stuber et al., 2005 

 LS (global) 1.8 Stuber et al., 2005 

 LS (global) 1.23 – 1.8 Joshi et al., 2003 

 LS (global) 1.4 Forster & Shine, 1999 

 aviation 1.37-1.55 Ponater et al., 2006 

Sulfates (direct)    

 UT 1.09 Hansen et al., 2005 

 UT 0.68 
Rotstayn & Penner, 
2001 

 UT 
0.73 
(w/feedbacks) 

Rotstayn & Penner, 
2001 

Soot (direct)    

 free troposphere 0.5 Hansen et al., 2005 

 UT 0.3 Hansen et al., 2005 

Sulfates 
(indirect)    

 1st 0.83 
Rotstayn & Penner, 
2001 

 1st 1.01 
Lohmann & Feichter, 
2005 
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 1st 0.82 Williams et al., 2001 

 2nd 0.78 
Rotstayn & Penner, 
2001 

 2nd 1.17 Williams et al., 2001 

Contrails  0.59 Ponater et al., 2005 

 1944 

 1945 

1946 
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 2275 

Figure 1. Aircraft emissions and their resulting potential impacts on climate change and welfare 2276 
loss (developed for new report for CAEP, but adapted from Wuebbles et al., 2007, which in turn 2277 
developed this figure based on IPCC, 1999 and Fuglestvedt et al., 2003). 2278 
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Figure 2. Global radiative forcing (RF) [mW/m2] from aviation estimated for the years 1992 and 2281 
2000, based on IPCC (1999) and the European Union’s TRADEOFF program results. The 2282 
whiskers denote the 2/3 confidence intervals of the IPCC (1999) values. The lines with the 2283 
circles at the end display different estimates for the possible range of RF from aviation induced 2284 
cirrus clouds. In addition the dashed line with the crosses at the end denotes an estimate of the 2285 
range for RF from aviation-induced cirrus. The total does not include the contribution from 2286 
cirrus clouds (Sausen et al., 2005). 2287 
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